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ABSTRACT 
Understanding interfacial mass transfer during dissolution of gas in a liquid is 
vital for optimizing large-scale carbon capture and storage operations. While 
the dissolution of CO2 bubbles in reservoir brine is a crucial mechanism 
towards safe CO2 storage, it is a process that occurs at the pore-scale and is 
not yet fully understood. Direct numerical simulation (DNS) models 
describing this type of dissolution exist and have been validated with semi-
analytical models on simple cases like a rising bubble in a liquid column. 
However, DNS models have not been experimentally validated for more 
complicated scenarios such as dissolution of trapped CO2 bubbles in pore 
geometries where there are few experimental datasets. In this work, we 
present an experimental and numerical study of trapping and dissolution of 
CO2 bubbles in 3D printed micromodel geometries. We used 3D printing 
technology to generate three different geometries, a single cavity geometry, 
a triple cavity geometry, and a multiple channel geometry. To investigate the 
repeatability of the trapping and dissolution experimental results, each 
geometry was printed three times, and three identical experiments were 
performed for each geometry. The experiments were performed at a low 
capillary number (Ca = 3.33 x 10-6), representative of flow during CO2 storage 
applications. The DNS simulations were then performed and compared with 
the experimental results. Our results show experimental reproducibility and 
consistency in terms of CO2 trapping and the CO2 dissolution process. At such 
a low capillary number, our numerical simulator cannot model the process 
accurately due to parasitic currents and the strong time-step constraints 
associated with capillary waves. However, we show that, for the single and 
triple cavity geometry, the interfacial transfer and resulting bubble 
dissolution can be reproduced by a numerical strategy where the interfacial 
tension is divided by 100 to relax the capillary time-step constraints. The full 
experimental dataset is provided and can be used to benchmark and improve 
future numerical models.   
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1. INTRODUCTION 
Accurate prediction of gas dissolution during flow in porous media is vital for CO2 storage applications 
(5, 28). During CO2 storage, large quantities of the captured CO2 are injected into the pore-space of an 
underground reservoir (e.g., saline aquifer, depleted oil and gas field) for permanent storage. Trapping 
of CO2 can occur though four distinct mechanisms: 1) structural trapping, where an impermeable cap 
rock restricts the CO2 to escape the formation rock, 2) residual trapping, where the CO2 is trapped in 
disconnected clusters inside the reservoir rock, 3) solubility trapping, where the CO2 is dissolved inside 
the formation water and 4) mineral trapping, which refers to the mineralization of CO2 via reactions 
with minerals, aqueous phase, and organic matter inside the formation (53). 

While we are mainly interested in the accurate prediction of storage at the reservoir scale  (8, 15, 45), 
three of the four trapping mechanisms (residual, solubility, and mineral) primarily occur at the pore-
scale. It is therefore crucial to accurately integrate these pore-scale mechanisms into reservoir-scale 
models, a process referred to as upscaling. Although the upscaling of residual trapping at the pore-scale 
has been extensively investigated (23, 31, 49), these investigations seldom include the effect of solubility 
trapping, mainly because numerical models of multiphase flow at the pore-scale that include interfacial 
transfer are not ready for simulations in micro-CT images at reservoir conditions.  

Computational Fluid Dynamics (CFD) are an essential tool that complement experiments while allowing 
for sensitivity analysis of various physical parameters. Numerical simulations describing two-phase flow 
can be performed using the algebraic Volume-of-Fluid (VOF) method (50). In the VOF method, the 
interface between the two fluids is captured using an indicator function. Interface transfer can be 
modelled with the VOF method using a single-field approach and the Continuous Species Transfer (CST) 
method (19, 35). This method has been extended to simulate the local volume change resulting from 
the interfacial transfer, and used to successfully capture dissolution of a rising gas bubble in a  liquid 
column (34). However, there is lack of an experimental dataset that allows benchmarking of the existing 
model during complicated scenarios where the fluid/solid interaction impacts the dissolution process, 
such as trapping CO2 bubbles in a pore-space. Simulations of the dissolution of a single CO2 bubble 
trapped in a single cavity have been performed (33, 38), but have not been experimentally validated. 
Multiphase flow in porous media is characterized by the capillary number, which is the ratio of viscous 
forces to capillary forces. Because the VOF suffers from the well-known problem of parasitic currents at 
low capillary numbers (Ca <10-5) (1) where capillary forces are dominant, the capability of the model to 
simulate gas bubbles dissolution at flow rates representative of CO2 geological storage is unclear.  

Micromodels are artificial replicas of natural porous media with standardized, repeatable geometries and 
have contributed to our understanding of pore-scale physics  (12, 25, 43, 44, 46, 47). Micromodel 
experiments are advantageous because experiments can be conducted in the same geometry with 
multiple experimental protocols. Furthermore, they allow for geometric control of porous media and 
therefore enable the precise investigation of the impact of pore structure on flow. Due to their 
transparent nature, micromodels also permit direct fluid flow observation with a high-speed, high-
resolution camera. Micromodels have thus been widely utilized to investigate physio-chemical 
phenomena in geoscience. Sun and Cubaud (48) used single channel microfluidics to investigate CO2 
bubble dissolution in water, ethanol, and methanol inside a channel. Microfluidic devices have been used 
to visualize convective mixing of CO2 in water and n-decane (2). Furthermore, pore-scale scCO2 

dissolution experiments have been conducted in heterogeneous micromodels for both imbibition and 
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drainage processes (7, 9, 10, 11). However, micromodel fabrication techniques like etching and molding 
are slow, expensive, and limited in 2D and 2.5D structures. While microfabrication of micromodels with 
polydimethylsiloxane (PDMS) is inexpensive and allows for investigation of fluid flow, PDMS is permeable 
to gas (4, 27) and thus not suitable for studying CO2 dissolution.  

The emergence of additive manufacturing, also called 3D printing, allows for a compelling alternative to 
conventional micromodels. Three dimensional printing converts computer-assisted design (CAD) into a 
physical object in a single additive process. Commercial 3D printers, which can produce structures 
ranging from a few microns to several centimeters, are beginning to challenge conventional microfluidic 
fabrication techniques as the research prototyping approach to micro-fabrication (17). Three 
dimensional printing has been applied to a wide range of industries including medicine (51), biomedical 
engineering (3) and aerospace engineering (21). Compared with standard micromodel fabrication 
techniques, the attraction of 3D printing is twofold. First, 3D printing has the potential to fabricate in 
three dimensions in a way that was not previously possible. Secondly, the inexpensive nature of the 3D 
printed micromodels combined with the fast fabrication (~3 h) enables experimental investigations in 
multiple geometries quickly, allowing for optimization of the geometry that will produce the best 
experimental dataset (52) as well as geometrical sensitivity analysis. Two-dimensional single-layer 3D 
printed micromodels have already attracted attention and have been used to investigate pore-scale 
phenomena relevant to flow during subsurface processes (24, 29, 36, 37, 54). Three dimensional printed 
micromodels have also been experimentally validated as devices to conduct fluid flow experiments (39) 
and have been previously leveraged for water-CO2 multiphase flow experiments (40).  

In this paper we have two objectives: 1) to investigate whether we can generate identical 3D printed 
microfluidic devices where trapping and dissolution of CO2 can occur repeatably and generate a 
benchmark dataset; 2) to investigate whether existing direct numerical simulations describing CO2 
dissolution can accurately capture the dissolution rate obtained from the experiments conducted in the 
3D printed micromodels. The method 
for the micromodel generation is 
presented in Section 2. We then 
introduce the experimental apparatus 
in Section 3 and the image processing 
in Section 4. We present the 
numerical methods in Section 5 with 
the results and conclusions of this 
work in Sections 6 and 7.  

2. MICROMODEL 
GENERATION 

The 3D printed micromodel devices 
were designed with the use of the 
OpenSCAD a  open-source software 
which meshes the structure into the 
stl format. Three identical microfluidic 
devices were printed for each of the 
three different geometries with 
increasing model complexity. The first 
geometry consists of a single cavity of 
1 mm width and 2 mm height 
connected with single channel of 1 
mm width (SC) (Fig. 1A). The second 
microfluidic design consists of 3 

 
a https://openscad.org/index.html 

 

Figure 1: Micromodel geometries generated for conducting 
CO2 dissolution experiments. A) Single Cavity design (SC), B) 
Triple Cavity design (TC), C) Multiple Channels design. Solid 
walls are indicated by the color gray and the fluid path is 
shown in white. 
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cavities of 1 mm width and 2 mm height. The cavities are placed at a 2 mm distance from each other 
and connected with a single channel with 1 mm width (TC) (Fig. 1B). The third design consists of a top 
4 mm channel connected perpendicularly via five 500 μm channels to a 500 μm bottom channel (MC) 
(Fig. 1C). The overall depth of the patterns was set to 1 mm for all micromodel designs. The micromodels 
were printed using the Formlabs Form 2 stereolithography (SLA) printer. Formlabs Form 2 works by 
successively solidifying layers of liquid photopolymer resin one on top of the other. The resin used for 
the generation of the micromodel devices is the Clear Resin provided by Formlabs. A detailed description 
of the printing process and the resolution of the printer can be found in Patsoukis-Dimou et al (40).  

In the SC geometry Figure 1A the channel is connected to a single cavity which represents a single pore.  
For the TC geometries (Fig. 1A, B) the cavities where the CO2 can be trapped are disconnected. This 
scenario represents a case where three different pores are connected on a single flow path. In the SC 
case, any trapped CO₂ will be dissolved directly into the injected pure water. However, in the TC case, 
dissolution in the first cavity will alter the CO₂ concentration in the water, potentially influencing the 
dissolution rates in the second and third cavities as the flow progresses. In both cases, we ensure that 
the trapped CO₂ can only dissolve and is not displaced by viscous or capillary forces. The MC geometry 
(Fig. 1C) consists of connected cavities therefore allowing for the possibility of the trapped CO2 to be 
moved due to water displacement. The MC geometry not only allows for the possibility to investigate 
the dissolution process upon trapping, but also the ability to investigate the combination of multiphase 
flow displacement combined with the dissolution process. 

3. EXPERIMENTAL SETUP 
The printed micromodel was inserted in the Perspex transparent visualization cell face-down and sealed 
using an O-ring. PEEK tubing with a diameter of 1/16-inch was used to connect the syringe pumpb and 
a pressure regulatorc  to a three-way valve with 1/16-inch peek tubing to the bypass, visualization cell, 
and then to the outlet. A high-resolution camerad which allowed for a 3.45 μm/pixel resolution was 

 
b Chemyx Fusion 4000: https://chemyx.com/syringe-pumps/fusion-
4000/?srsltid=AfmBOopbnGGrsfccFPCjUqomzKDy1zP8pT_1KauXkebTfFb-IZfnqpkp  
c Pera Keg Charger: https://www.perabar.com/homebrewing-product/mini-regulator.html  
d Baumer VCXU 51: https://www.baumer.com/de/de/p/23806  

 

Figure 2: Experimental setup used to investigate dissolution of the CO2. Syringe Pump 
(Chemyx Fusion 4000), Light source (SCHOTT COLD Vision Light Source), CO2 
Cartridge, Pressure regulator (Pera Keg Charger), High resolution camera (Baumer 
VCXU 51), Perspex Visualization Cell. 
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mounted beneath the flow cell and recorded images using the Stream Pix 11 softwaree. Above the 
visualization cell, an LED light sourcef  was installed to reduce shadows and enable clear visualization of 
the fluid movement. The experimental setup can be seen in Figure 2. A detailed schematic of the Perspex 
visualization cell can be found in the Supporting Material (available online). 

For each experiment, pure CO2 was injected into the system for 10 minutes by imposing a pressure 
differential of 3.7 Pa with a total of over 200 pore volumes (PV) injected through the system to ensure 
full saturation of the micromodel with CO2  and removal of any air in the system. Distilled water was then 
injected inside the micromodel at constant flow rate and the trapping and dissolution of CO2 was 
recorded with the high-resolution camera at an acquisition speed of 1 frame per second. A flow rate of 
Q = 1.67 x10-10 m3.s-1 was 
used for all experiments. 
During CO₂ storage, CO₂ is 
injected into the reservoir 
and displaces the brine. Once 
the injection stops, water 
imbibition occurs as brine re-
enters the pore spaces due to 
capillary forces trapping the 
CO2 in pores. During this 
process, the trapped CO2 
gradually dissolves in the 
surround-ding water, a 
mechanism referred to as 
dissolution trapping. Our 
approach replicates this 
process, allowing us to study 
trapp-ed CO₂ dissolution in a 
controlled manner. The 
experiments were carried out 
at atmospheric pressure (0.10 
MPa) and room temperature 
conditions (20°C).  

4. IMAGE 
PROCESSING   

Images were post-processed in MATLAB® to improve the image quality. First, the images were denoised 
using contrast limited adaptive histogram equalization (22), followed by the adaptive wiener denoise 
filter (30), and then any remaining artifacts were removed manually.  The pore-space was then 
segmented, and the water, solid and CO2 phases were separated using a watershed algorithm based on 
the grayscale intensity of each pixel. Finally, the pixels representing the CO2 phase were counted in every 
successive image. Due to the inability to observe the curvature of the trapped bubbles in the Z axis, the 
pixels measured in every successive image represent the fraction of CO2 in the middle plane as 
demonstrated in Figure 3. 

 
e https://www.norpix.com/products/streampix/streampix.php 
f SCHOTT ColdVision Light Source: https://www.schott.com/de-de/lighting-and-
imaging?gclsrc=aw.ds&gad_source=1&gad_campaignid=9720444650&gclid=CjwKCAjwravBBhBjEiwAIr30VPWmM
JE7VOIdFdB9Kf6QuPVD35-dtm0f46inXGu6FCfk_JeVTVyFVhoCz7MQAvD_BwE  

 

Figure 3: A) Raw image of the channel -cavity system obtained with a 
high resolution camera. B) Conceptual image explaining the inability to 
observe the curvature of the interface between the water and CO2 

phase at the Z axis. Due to this inability, the fraction of CO2 

corresponding to the middle plane (shaded) is measured. C) Raw 
image and D) segmented image of the cavity. 
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5. NUMERICAL METHODS  
In this work, the numerical simulation of two-phase flow is performed using the algebraic Volume-of-
Fluid (VOF) method for which the interface between the two fluids is captured using an indicator 
function. To transport the indicator function, an advection equation is numerically solved. Interface 
transfer is modelled within the VOF method (20) by using the single-field approach and the Continuous 
Species Transfer (CST) method (18, 35). In the single-field approach, a mixture quantity, obtained through 
volume averaging of species concentration, is transported by solving an algebraic equation. With our 
model, it is assumed that each phase is Newtonian and incompressible, and any gravity forces are 
neglected. Furthermore, it is assumed that the gas phase is pure. The governing equations solved are 
provided in detail in the Supporting Material (available online). 

In this system of equations, the relative importance of all mechanisms at play is quantified by three 
dimensionless numbers. These are the Reynolds number (Eq. 1), which is the ratio of inertial forces to 
viscous forces, the Péclet number (Eq. 2), which is the ratio of advection to diffusion, and the Capillary 
number (Eq. 3), which is the ratio of viscous to capillary forces. 

 

𝑅𝑅𝑅𝑅 =  
𝜌𝜌1𝑼𝑼𝐿𝐿
𝜇𝜇1

, (1) 

𝑃𝑃𝑃𝑃 =  
𝑼𝑼𝐿𝐿
𝐷𝐷1

, (2) 

𝐶𝐶𝐶𝐶 =
𝜇𝜇1𝑼𝑼
𝜎𝜎

, (3) 

 

In Equations 1, 2 and 3, 𝑼𝑼 is the reference velocity (m.s-1) which is the velocity inside the inlet channel 
for the SC, TC and MC geometry. Subscript 1 in Equations 1, 2 and 3 indicates the aqueous phase. 𝐿𝐿  is 
the characteristic length (m), which is the width of the inlet channel. 𝜌𝜌1 is the density of the aqueous 
phase (kg.m-3). 𝜇𝜇1 is the viscosity of the aqueous phase (Pa.s). 𝐷𝐷1 is the diffusion coefficient (m2.s-1), 
and 𝜎𝜎 is the surface tensions (N.m-1). 

In reality, as CO2 dissolves in the water phase, it dissociates into H+ and HCO3−. Nevertheless, in our 
simulation framework, we neglect any chemical reactions, and we assume a single component bubble 
where only one species exists in the CO2 phase, which can be transferred to the water phase. The fluid 
properties for the water and the CO2 used in this work are summarized in Table 1. The dimensionless 
numbers 𝑅𝑅𝑅𝑅, 𝑃𝑃𝑃𝑃 and 𝐶𝐶𝐶𝐶 for the three geometries are 0.17, 104.17 and 3.33x10-6, respectively.  

The capillary numbers obtained in the experiments are as low as 𝐶𝐶𝐶𝐶  = 3.33x10-6. Direct numerical 
simulation of multiphase flow at such a low capillary number is challenging for two reasons. The presence 
of parasitic currents is a well-known challenge (6, 16, 26, 41, 42). Parasitic currents are located close to 
the fluid-fluid interface, and in our case, can impact on the volume of the CO2 that will be trapped inside 
the cavity during the displacement, and the dissolution of the gas phase once it has been trapped. 
Additionally, the propagation of capillary waves imposes a stability time-step constraint known as the 
capillary wave or Brackbill time-step constraint (6) (Eq. 4) where  ∆𝑥𝑥 is the grid block size (m) and 𝜌𝜌1 and 
𝜌𝜌2  are the density of the aqueous phase and the CO2 phase respectively. 

∆𝑡𝑡 < ∆𝑡𝑡𝐵𝐵 =  �
(𝜌𝜌1+𝜌𝜌2)∆𝑥𝑥3

4𝜋𝜋𝜋𝜋
 

(4) 

 
For the fluid properties presented in Table 1, and for a mesh resolution ∆𝑥𝑥 = 50 µm, we obtain ∆𝑡𝑡𝐵𝐵 =
 1.17 x10-5. Therefore, to simulate an injection time of 5 mins would require 2.55 x107 time-steps, and 
the computational time would be too restrictive. 

One possible way to simulate the experiments conducted in the SC and the TC geometries is by 
initializing the bubbles inside the cavities, and to only simulate the dissolution of the bubbles after they 
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have been trapped with a reduced surface tension of 𝜎𝜎/100. Indeed, if the bubbles always remain at 
capillary equilibrium, the value of the interfacial tension does not impact the flow behavior. To ensure 
that the bubbles remain at capillary equilibrium, the pressure inside the bubbles is monitored and 
compared to the capillary pressure obtained using the Young-Laplace equation (Eq. 5) where 𝜃𝜃 is the 
contact angle (°) and r is the effective radius of the interface (m).  

𝑃𝑃𝑐𝑐 =  
2𝜎𝜎𝜎𝜎𝜎𝜎𝜎𝜎𝜎𝜎

𝑟𝑟
 

(5) 

 
Using this method, a DNS simulation can be performed for the SC and TC geometries. However, a DNS 
simulation for the MC geometry cannot be conducted. This is because in the MC geometry, the 
dissolution of the CO2 is coupled with displacement of the CO2. Such a process is strongly affected by 
the surface tension, and therefore reducing the surface tension would lead to erroneous results. 
Furthermore, due to the increased complexity and size of the domain, the mesh size is larger than the 
rest of the scenarios making the computational time significantly higher, and thus the simulation was 
not performed.  

The numerical method has been implemented in GeoChemFoamg  following the work of Maes and 
Soulaine (34). To mesh the computational domain, a 3D uniform cartesian grid was first generated, and 
then cells containing solid were removed and replaced by cartesian cells to match the solid boundaries 
using the OpenFOAM snappyHexMesh utility. Given the size of the computational domain, a mesh with 
a cell resolution of 50x50 µm was used. The flow rates used for the simulations are the same as the flow 
rates used for the experiments. To satisfy the Brackbill time-step constraint, the time-step used is 
∆𝑡𝑡 = 1 x10-4 s. All numerical simulations are performed in parallel in 24 core processors leading to a 
CPU-hour usage of 47 hours for the SC geometry and 75 hours for the TC geometry.  

Finally, as a comparison with the experiments, we extracted and measured the fraction of CO2 that 
occupies the middle plane inside the cavity of the DNS 3D geometry, which is what is measured in 
experiments conducted with 3D printed micromodels, and compared it with the DNS results. This 
workflow is demonstrated for the SC geometry in Figure S1 in the Supplementary Material (available 
online).  

To assess the repeatability of the experimental results, the Coefficient of Variance (CV) is used. The CV 
of the experimental results is calculated as follows (Eq. 6), 

𝐶𝐶𝐶𝐶 =  
𝜎𝜎

𝐶𝐶𝐶𝐶2𝑒𝑒𝑒𝑒�������� 
(6) 

 
where 𝐶𝐶𝐶𝐶2𝑒𝑒𝑒𝑒�������� is the mean experimental value and 𝜎𝜎 the standard deviation (-) calculated as (Eq. 7), 

𝜎𝜎 =  �
∑ (𝐶𝐶𝐶𝐶2𝑒𝑒𝑒𝑒 (𝑖𝑖) − 𝐶𝐶𝐶𝐶2𝑒𝑒𝑒𝑒��������)2𝑘𝑘
𝑖𝑖=0

𝑛𝑛
 

(7) 

 
g https://github.com/geochemfoam 

Table 1: Fluid properties for CO2 and water (13, 14).  
Phase Density  

(kg.m-3) 
Dynamic 
Viscosity  
(Pa.s) 

Henry’s 
Constant  
(-) 

Interfacial 
tension  
(mN.m-1) 

Diffusion 
Coefficient in 
water 
(m2.s-1) 

CO2 1.87 1.5x10-5 1.25 - 1.6x10-9  
Water 1000 10-3 0 72  - 
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where k is the number of the experiments (-), 𝐶𝐶𝐶𝐶2𝑒𝑒𝑒𝑒 (𝑖𝑖) is the fraction of CO2 measured at experiment  

i (-) and n is the point in time.  

Finally, the overall error between the average experimental values and the direct numerical simulation is 
calculated as (Eq. 8), 

𝜖𝜖 =  
1
𝑛𝑛
��

𝐶𝐶𝐶𝐶2𝑒𝑒𝑒𝑒�������� − 𝐶𝐶𝐶𝐶2𝐷𝐷𝐷𝐷𝐷𝐷
𝐶𝐶𝐶𝐶2𝑒𝑒𝑒𝑒�������� �

𝑛𝑛

𝑡𝑡=0

 
(8) 

where  𝐶𝐶𝐶𝐶2𝐷𝐷𝐷𝐷𝐷𝐷 is the fraction of CO2 calculated with the DNS (-). 

6. RESULTS & DISCUSSION 
Three CO2 trapping and dissolution experiments were performed in various geometries and the 
repeatability of the trapping and dissolution of the CO2 in each geometry was investigated. Direct 
numerical simulation of the dissolution of the CO2 was then performed to investigate whether DNS can 
accurately capture the experimental results.  

6.1. Single cavity configuration 
Three experiments were 
conducted in three identical 
SC micromodel geometries. 
The fraction of CO2 inside 
the cavity was measured. 
The area can be seen in 
white in Figure 4A. Until the 
moment water entered the 
cavity, it was fully saturated 
with CO2, and the fraction 
was unity. In all experiments 
at T = 0.5 min, water invaded 
the cavity and trapped the 
CO2. The fraction of CO2 
trapped inside the cavity was 
0.89 for experiment SC1, 
0.90 for experiment SC2, and 
0.88 for experiment SC3, 
leading to a variation of 2% 
between the experiments. 
Once the CO2 was trapped in 
the cavity, only the disso-
lution process occurred. The overall change of the CO2 inside the cavity is shown in Figure 4 and Figure 
5A. All experiments show the same trend of dissolution rate for the CO2 bubble inside the cavity. After 
T = 9 min, when the trapped CO2 volume had become significantly reduced, the bubble underwent a 
rearrangement, resulting in a sudden increase in the measured CO₂ fraction. This change may be 
attributed to the bubble detaching from one of the walls and migrating as a result of buoyancy forces. 
Further details are provided in the Supporting Material (available online). 

The CO2 initially dissolved at a high rate but decreased with time. This may be because initially, the 
CO2/water interface is located near the main channel, where the higher velocity makes advection more 
influential. As the CO2 bubble dissolves, the CO2/water interface moves away from the channel and the 
advection has a reduced impact on the dissolution processes of the CO2. This can be seen in Figure 6. 
In Figure 5B, the temporal evolution of the CV is shown. Here, the CV remains below 3%, indicating 
good repeatability of the experimental process. This demonstrates that the 3D-printed single-cavity 

 

Figure 4: Dissolution of the CO2 bubble trapped in the SC geometry. Top 
row: The CO2 bubble size observed during the experiment at times T = 
0.5, 4.5 and 8.5 minutes. Bottom row: The CO2  bubble obtained from 
the direct numerical simulation at times T =  0.5, 4.5 and 8.5 minutes. 
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geometry can be consistently reproduced, enabling reliable two-phase flow and dissolution experiments. 
The small error could be due to artificial roughness, which is not repeatable in different prints, however, 
the reproducibility provides confidence that the results could be used to validate direct numerical 
simulation models.  

For the DNS benchmark simulation, the bubble was initialized inside the cavity so that the fraction of 
CO2 was 0.89, matching the bubble size trapped in the experiments. Initially, water injection and CO2 
dissolution were disabled, allowing the CO2 to equilibrate under capillary and gravity forces. At T = 0.5 
min, dissolution of the CO2 was enabled, and pure water was injected in the left side of the channel at a 
flow rate of Q = 1.67 x10-10 m3.s-1

, which is Ca = 3.33 x10-6. To identify the contact angle that should be 
used in the direct numerical simulation, 20 contact angles measurements were manually performed on 
the experiment images using image processing softwareh. The average value of the contact angles 
measured was 71°. 

To test the impact of the contact angle in the dissolution of the bubble, two further simulations were 
run where the contact angle was set to 30°, 52° and 90° degrees. The results of the numerical simulation 
can be seen in Figure 4 and Figure 5A.  When comparing the numerical simulation results to the 
experimental results at times Τ = 0.5, 4.5 and 8.5 min, we observe that the numerical simulation that 
most accurately captures the mass evolution of the CO2 bubble is the one where the contact angle is set 
to 71°. Furthermore, in-
creasing the contact angle 
to 90° has little impact to 
the dissolution of the CO2 
bubble, whereas decrea-
sing the contact angle to 
52° has a significant 
impact on the CO2 
dissolution. Finally, when 
the contact angle was set 
to 30° degrees, there was 
a large deviation between 
the simulation and the 
experimental results. The 
non-linear increase of the 
CO2 dissolution rate 

 
h Fiji ImageJ: https://imagej.net/software/fiji/  

 

Figure 5: A) Fraction of CO2 inside the cavity, obtained from the experiments 
conducted in the 3D printed micromodels and the DNS. B) Coefficient of variance for 
the experimental results.   
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Figure 6: Velocity for the SC geometry at times T = 0 and  T = 4.5 minutes. 
The white contour line represents the CO2/water interface at the two 
different timesteps.  
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observed with a  decreasing contact angle from 90° is possibly due to the increased interfacial area 
between the CO2 and the water. In Figure 5A, it can also be seen that the numerical results are within 
the range of experimental observations until time T = 6 min, indicating an initially accurate prediction of 
the dissolution of the CO2 bubble. After this point, the DNS results start to diverge from the experimental 
results.  

Our method is first-order accurate (38), and satisfies the Brackbill constraint, ensuring stability. The 
divergence between the DNS and the experimental results could be attributed to several factors: 
numerical errors caused by parasitic currents, insufficient mesh resolution leading to a lack of numerical 
convergence, or inaccuracies in the transport parameters H and D. The overall error between the 
numerical simulation and the average experimental is 𝜀𝜀 = 1%. To further investigate the reason for 
deviation would require improvement of the computational efficiency of the solver and reduction of the 
large time-step restrictions.  

Figure 7 shows the capillary pressure at times T = 0.5, 4.5 and 8.5 min. The capillary pressure stays 
constant at a value of Pc = 1 Pa, which indicates that the bubble is at capillary equilibrium. Therefore, the 
surface tension does not impact the dissolution of the CO2 bubble, which is consistent with our 
assumption, and shows that performing the simulation with a reduced surface tension of 𝜎𝜎/100 does 
not impact the simulation results. Finally, as shown in Figure 5A, the contact angle has a significant 
impact on the dissolution of the trapped bubble. and when the contact angle is set to 90° and 30° 
degrees, the simulation fails to capture the dissolution observed in the experimental results accurately. 
A decrease in the contact angle leads to an increase in the surface area between the CO2 and water 
phase, allowing for faster dissolution. 

6.2. Triple cavity configuration 
Three experiments were conducted in three identical triple cavity (TC) micromodel geometries. In all 
three experiments at time T = 0.4 min, water trapped the CO2 in the first cavity (TC_C1), at T = 0.7 min in 
the second cavity (TC_C2), and T = 1 min in the third cavity (TC_C3). The amount of CO2 trapped in each 
cavity and the error 𝜀𝜀 between the amount of CO2 trapped in each cavity between different experiments 
can be seen in Table 2. The experimental results show that the amount of CO2 trapped inside the cavities 
is the same between the identical experiments with an error of 2%. In Figures 8 and 9A we can observe 
the overall change of the CO2 fraction inside the three cavities. Across all three experiments, the extent 
of CO2 trapping and subsequent bubble dissolution were consistently reproducible, as indicated by CV 
values below 3% for all cavities (Fig. 9B), underscoring the repeatability of the experimental process. 
Figure 9A also shows that, as in the SC case, the dissolution rate decreases over time, indication that the 
process is more strongly influenced by advection when the water/CO2 interface is close to the main 
channel.  

In the DNS simulation, the bubbles were initialized inside the cavities so that the fraction of CO2 in the 
middle plane matched the fraction of CO2 trapped in the experiments conducted in the 3D printed 

 

Figure 7: Capillary pressure for the SC geometry for times T = 0.5, 4.5 and 8.5 minutes.  

 

 

         

5 mm

3 
m

m

Pc (Pa)

(A)     T = 0.5min (B)     T = 4.5min (C)     T = 8.5min

3 
m

m

5 mm

https://doi.org/10.69631/ipj.v2i2nr49


 
Patsoukis Dimou et al  Page 11 of 17 
 

 
InterPore Journal, Vol. 2, Issue 2, 2025       https://doi.org/10.69631/ipj.v2i2nr49 

micromodels. The contact angle was set to 71°. At T = 0, pure water was injected in the left side of the 
channel at a flow rate Q = 1.67 x10-10 m3.s-1

 and Ca = 3.33 x10-6. The results of the numerical simulation 
can be seen in Figure 7 and Figure 8. During the dissolution of the bubble at times Τ = 1, 5 and 9 min, 
the numerical simulation accurately captured the mass evolution of the CO2 bubbles. In Figure 8, it can 
also be seen that the dissolution rate predicted by the numerical simulation matches the dissolution rate 
obtained from the experiments conducted in 3D printed micromodels. The overall average error between 
the average experimental values and the direct numerical simulation for the three cavities is εC1 = 1.81%, 
εC2 = 1.86%, and εC3 = 2.52%. For the first (C1) and second cavity (C2), we observed an increased deviation 

between the simulation and experimental results after 4 and 6 minutes respectively. This deviation was 
not observed for the third cavity in the time frame of our experiment.  For the third cavity (C3), the 
increased overall error between the numerical and experimental results (εC3 = 2.52%) could be due to 
experimental error, or because the dissolution process had already begun during the injection phase—
resulting in partially  CO2-saturated water by the time it reached C3, after trapping CO2 in the first (C1) 
and second (C2) cavities. This would lead to a decrease in the concentration gradient between the water 
and the trapped CO2 in the third cavity, which would result in a slower dissolution process as observed 
in the experiments. Initializing the bubbles inside the cavity does not consider the aforementioned 
process, introducing error into the overall system. As for the simulation results in SC, investigating this 
error further will require improving the computational efficiency of the solver. 

6.3. Multiple Channels  
Three experiments were conducted in the MC geometry. The experimental results can be seen in Figure 
10. In Figure 10, the experiments in the three micromodels were separated into three Stages. In Stage 
1, the initial amount of CO2 trapped inside the three identical micromodels when the injected water 
reaches the outlet can be seen. Here the amount of trapped CO2 is different inside the three identical 
micromodels, which could possibly be due to artificial surface roughness being different in the three 

Table 2: Fraction of CO2 inside the cavities for the experiment conducted in the TC geometries.   

Geometry Trapped CO2  
TC1 

Trapped CO2 
TC2 

Trapped CO2 
TC3 

Error  

TC_C1 0.90 0.89 0.88 2% 

TC_C2 0.89 0.87 0.87 2% 

TC_C3 0.88 0.89 0.89 1% 
 

 

Figure 8: Dissolution of the CO2 bubbles trapped in the triple cavity configuration. 
Top row: CO2 bubble size observed during the experiment at times 1, 5,  and 9 min. 
Bottom row: CO2 bubble obtained from the DNS  at times T = 1, 5 and 9 min. Cavities 
C1 (blue), C2 (red) and C3 (green).   
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micromodel devices. While this was also true in the previous cases, in the MC case, where water can 
propagate through multiple pathways, the effect of surface roughness is more pronounced. As a result, 
surface roughness leads to greater variability in fluid displacement and trapping compared to the simpler 
SC and TC cases. In Stage 2, as the CO2 dissolved inside the top channel and the five perpendicular 
channels, the only CO2 in the geometries was in the bottom channel. Finally, in Stage 3, as the dissolution 
continued, the water invaded the bottom channel of the geometry. The bottom channel was invaded by 
channel 4 in the MC1 experiment, and by channel 5 in the MC2 experiment, and by channel 1 in the MC3 
experiment. As the trapped CO2 phase dissolved, the water phase advanced and invaded the bottom 
channels. The invasion of the bottom channel from Stage 2 to Stage 3 strongly depends on the capillary 
entry pressure.  

 

Figure 9: Fraction of CO2 in the middle plane for the three cavities C1(demonstrated in blue in Fig. 7), 
C2 (demonstrated in red in Fig. 8) and C3 (demonstrated in green in Fig. 7) in the TC geometry as 
observed at the three identical experiments vs fraction of CO2 predicted by the DNS (A). Coefficient of 
Variance for the experimental results for the three cavities C1, C2 and C3 (B). 
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Figure 10: CO2 trapping at three identical multi-channel geometries. The 
amount of CO2 trapped is different in each geometry. 
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The different pattern of invasion observed at the bottom channel in the three experiments also indicates 
that there is artificial roughness impacting the flow displacement. Artificial surface roughness can result 
in one of the perpendicular channels having a different effective entry pressure than the rest. This throat 
size difference can simultaneously impact the capillary entry pressure of the throat as well as the 
dissolution rate, which leads to a preferential pathway during the invasion of the water in the geometry. 
In homogeneous cases like the MC geometry, where the five perpendicular channels have the same 
width, the displacement is strongly affected by small inconsistencies and artificial roughness. Moreover, 
at Stage 3, the saturation of CO2 as well as the interface area is different for the three different 
experiments. The maximum amount of trapping is 89% (MC1) of the bottom channel, while the minimum 
is 84% (MC3), resulting in a 6% variation between the experiments. Furthermore, the interfacial area is 
approximately 3 mm2 for MC1 and MC3, while for MC2 it is around 2.5 mm2. This lack of repeatability in 
water evolution makes the MC geometry a poor benchmark dataset, limiting its suitability for robust 
comparison and validation of the numerical simulator. The 3D printed micromodel design specifications 
for achieving repeatable single phase flow experiments have been previously investigated (40). However, 
further investigations are required into the design specifications under which repeatable multiphase flow 
experiments can be performed in 3D printed micromodels.  

Furthermore, conducting a direct numerical simulation using a reduced surface tension is not possible 
in this case as the dissolution is coupled with displacement of the CO2. Using a different surface tension 
would significantly impact the simulation results. Furthermore, the mesh size is significantly larger and 
would lead to increased computational time beyond what is feasible for this study. 

7. CONCLUSIONS 
For this work, we used 3D printing technology to generate three micromodel geometries: the single 
cavity (SC), triple cavity (TC), and multiple channels geometry (MC). We printed each geometry three 
times and conducted CO2 trapping and dissolution experiments to assess the repeatability of 
experiments in each geometry. The experimental results showed that in the cases of the SC and the TC 
geometries, the trapping is repeatable for all three experiments with an error of 2%. Comparison of the 
temporal evolution of the CO2 in the three SC micromodels showed similar results. Moreover, 
comparisons of the temporal evolution of the CO2 inside the three TC geometries also showed 
reproducible results. In all experiments conducted in the SC and TC geometries, we initially observed a 
fast dissolution rate which decreased as the bubble dissolves. While previous works have utilized 
micromodel devices to investigate trapping and dissolution of CO2 (10, 11), this is the first experimental 
work that provides repeatable results where CO2 bubbles are trapped and dissolved under known 
boundary conditions. The known boundary conditions during the experiment allowed for direct 
comparison with DNS.  For the MC geometry, the initial trapping and dissolution pattern differed 
between different experiments. This could be due to the surface roughness affecting the trapping 
pattern. Surface roughness present in an otherwise homogeneous system, like the MC geometry, can 
have a strong impact on the flow progression. Thus, the experimental results obtained for the MC 
geometry cannot be used as a benchmark dataset. To be able to study the simultaneous displacement 
and dissolution between miscible phases, improved 3D printing surface quality will be required which 
will render possible generation of micromodels where the surface roughness is repeatable. 

The capillary number for experiments conducted in the SC and TC geometries is Ca = 3.33x10-6. The low 
capillary number does not allow for performing accurate direct numerical simulation due to spurious 
currents. Therefore, to simulate the phenomenon for the single and triple cavity configurations, we 
initialized the bubble inside the cavity and simulated only the dissolution process of the experiment 
using a surface tension of 𝜎𝜎/100. This limitation prevented accurate simulation of bubble trapping, as 
surface tension has a strong influence on fluid displacement. However, it still allows for the calculation 
of CO2 dissolution within the SC and TC geometries by initializing the bubbles inside the cavity. For the 
SC geometry, DNS accurately captured the dissolution and matched the experimental results obtained 
from the 3D printed micromodels. For the TC model, the DNS also accurately captured the dissolution 
for the first (C1) and the second cavities (C2). We observed a small deviation manifesting for the third 
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cavity. That could be because, in the experiment, as water flows toward the third cavity (C3), dissolution 
has already begun in the first (C1) and second cavities (C2), partially increasing the CO2 concentration in 
the water. This led to a decrease in the concentration gradient between the water phase and the CO2 
trapped in the third cavity (C3), and a slower dissolution of the CO2 bubble. This phenomenon cannot 
be captured with the DNS, where the bubbles are initialized in the cavities. 

Development of the numerical models to capture capillary dominated processes for multiphase flow that 
overcome existing problems, such as capillary waves and spurious currents, is required (33). With this 
work, we produced an experimental dataset that allowed for validation of numerical models that capture 
multiphase flow displacement with interfacial transfer of a gas to an aqueous phase. Finally, we showed 
that although simple scenarios like the dissolution of CO2 in a simple cavity can be accurately captured, 
faster computational methods capable of solving low capillary number scenarios in more complicated 
geometries are needed to be able to calculate CO2 dissolution in a complicated rock pore-space scenario 
accurately. Our study’s findings contribute to the development of highly precise predictive models for 
understanding the behavior of trapped CO2 in the pore-space. The accurate prediction of CO2 behavior 
and dissolution processes in the pore-space, combined with effective upscaling to the core scale, has 
the potential to significantly enhance our ability to extract reliable core-scale data. This will allow for 
developing more effective CO2 storage strategies, helping mitigate greenhouse gas emissions. 
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