MODELING DESICATION CRACKS IN OPALINUS CLAY AT FIELD SCALE WITH THE PHASE-FIELD APPROACH
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ABSTRACT

Geological materials such as Opalinus Clay show complex coupled hydro-mechanical behavior at laboratory and field scales. In the context of radioactive waste disposal, in-situ excavations might remain open for ventilation and operation for decades and, consequently, be susceptible to environmental changes such as desaturation. The saturation changes can then lead to mechanical deformation and desiccation cracks. To account for desiccation cracking at field scale, this study proposes an unsaturated hydro-mechanical model combined with the phase-field approach. Using laboratory and in-situ experimental data as input in the numerical model, the modeling framework is applied for simulating the hydro-mechanical effects and desiccation cracks reported in the Cyclic Deformation (CD-A) experiment carried out in the Opalinus Clay formation at the Mont Terri Rock Laboratory in Switzerland. Simulations with homogeneous and heterogeneous material properties generated from experimentally obtained ranges are carried out. Crack initiation and propagation show a good correlation with the monitored relative humidity range of the experiment. Practical information is summarized to motivate the application of the proposed formulation at different setups. Finally, possibilities to improve the framework and to reason simplification of more abstract models are indicated.
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1. INTRODUCTION

In the context of radioactive waste disposal, clayey materials such as Opalinus Clay are considered as potential host rocks or geological and geotechnical barriers. The integrity of these barriers, i.e. their ability to fulfill safety functions, needs to be maintained during all phases from repository construction to operation and post-closure. To this end, their mechanical and fracture behaviors need to be
thoroughly studied and understood. In-situ excavations can be used once they are considered stable (41). During their construction and/or operation, they are open and susceptible to environmental changes such as the influence of relative air humidity and temperature (41, 42). These changes can be caused by seasonal and climatic conditions, which may re-distribute the near-field stress and become more dominant than the initial in-situ conditions in this region. Consequently, they can facilitate or hinder the development of existing cracks. When the walls of the excavated region desaturate, the rock expels pore water and consequently contracts. This volume reduction is called shrinkage and causes strain gradients in the rock. As a result of these gradients and restraints, shrinkage-induced (or desiccation) cracks can nucleate (14, 62, and references therein). However, the (re)saturation of the material, i.e. an increase in the liquid content, is associated with bulk expansion and can lead to crack closing (62, 78, 80)\(^1\).

---

**Figure 1:** (a) Twin niches of the CD-A experiment at the Mont Terri Rock Laboratory (50). Views from the end of the twins in the direction of the gallery of the (b) open and (c) closed niches. Note that the door seals the closed niche. (d) The RH development in the open (blue) and closed (red) niches is shown.

---

\(^1\) The expression "crack closing" can either be associated with the recovery of the hydraulic behavior, e.g. permeability is recovered (sealing), and/or of the mechanical integrity (healing).
The aforementioned interactions are summarized in coupled hydro-mechanical behavior, e.g. capillary actions, changes in pore pressure, and fluid content due to variations in humidity, material response to strains, and stresses, among others. They can significantly impact the mechanical properties, strength, and failure behavior of porous materials/geomaterials, such as clayey rocks. In summary, understanding the hydro-mechanical behavior is crucial as it dictates how materials such as Opalinus Clay respond to changes in moisture content and external loads, which has direct consequences for the safety and performance of radioactive waste disposal sites. This coupled hydro-mechanical behavior is observed in both laboratory and in-situ experiments (18, 43, 71, 72, 86). However, in the latter, the temporal and spatial scales are much larger than those in the laboratory. The Cyclic-Deformation (CD-A) experiment (82, 83, 85) carried out in the Rock Laboratory Mont Terri (7) in an Opalinus Clay formation in Switzerland (Fig. 1a) focuses on understanding coupled hydro-mechanical effects by comparing the response of two identical (twin) niches to the excavation and ventilation conditions. The twin niches have a diameter of 2.3 m and a length of approximately 11 m. They are oriented perpendicular to the strike of the bedding and have no stabilization support (e.g. shotcrete or steel arches). Nevertheless, to date, the excavated twins have shown no indication of integrity loss due to desiccation cracks since the experiment and geophysical measurements started in October 2019. The twins are shown in Figure 1b-c. The open niche or “natural twin” is shown in Figure 1b. Its relative air humidity (RH) varies with the ventilation of the gallery and is therefore affected by seasonal fluctuations, as depicted by the blue curve in Figure 1d. The closed twin was sealed with a door, as shown in Figure 1c. The RH remained relatively constant (red curve in Fig. 1d).

Both twins are equipped with a large number of sensors that provide data for detailed characterization of the host rock. The measurements include electrical resistivity, lithologic description, transmissibility,
and observation of important process variables such as convergence (84), relative humidity, water content (83, 84), suction, and crack development (16). Furthermore, the geological conditions were investigated by detailed lithological and structural mapping of several core probes and niches, both during and after the excavation phase.

In this paper, we focus on the open niche, where the effects of desaturation, as emphasized by humidity changes and consequent cracking, are more pronounced when compared to the closed twin. Figure 2a shows the open niche and the white scanline used to monitor crack development. The scanline was drawn horizontally, approximately in the middle of the niche and along its length. Its basic idea was to ease the identification of cracks in heterogeneous rock and to observe the evolution of crack parameters, such as vertical length/extension, aperture width, and the distance between the cracks. The scanline procedure and results are described in (53), which shows that more than 90% of the drying cracks propagate parallel to the bedding. The monitored results obtained during the summer and winter of 2021 are shown in Figure 2b. Note that cracking becomes more intense during the drying winter months, as indicated by the increase in the sum of the crack apertures. The reverse, that is, a decrease in the sum of the crack apertures, is observed during summer with re-saturation.

Because of the complexity of the ongoing processes in the desaturating niche, experimental knowledge must be complemented by numerical models. Mathematical and numerical modeling play an important role in understanding the coupled behavior and effects at different scales, especially when long-term behavior is of interest. The reported coupled rock behavior, i.e. hydro-mechanical interactions that can lead to fracture, requires multi-field mathematical and numerical approaches, i.e. accounting for interconnected physical processes, to simulate and understand the complex rock behavior, as reported in the literature (35, 57). Because rocks can often be idealized as porous materials, poromechanical theories are widely used to describe non-fractured media (57, 87). These established theories have been applied in different contexts and materials (17, 25, 52, 55, 57, 86) and have been validated against experimental data at the laboratory scale (14). To account for cracking, poromechanical approaches can be combined with discrete and continuous crack-modeling frameworks (15, 17, 19, 27, 32, 49, 58, 73). Crack modeling approaches such as discrete modeling, remeshing and extended Finite Element require additional criteria and/or inclusion of "weaker" points in the domain to induce crack initiation. Furthermore, crack propagation needs to be tracked. The phase-field approach is advantageous in this regard because it enables crack nucleation and propagation without the need for ad hoc criteria. This has proven to be a good alternative when dealing with desiccation cracks at the laboratory scale (17, 28, 39) since these can nucleate at any point in a domain. In the aforementioned literature, a hydro-mechanical model was combined with the phase-field model for brittle fracture and applied at the laboratory scale. The porous media assumptions are customary, and the basic difference between them concerns the coupling, i.e. degradation of the effective or total stress. Further desiccation modeling approaches that are not related to the phase field are summarized in a review paper (63). To the best of the authors’ knowledge, the amount of literature in which the phase-field approach is developed and used in modeling cracks at a large field scale is rather scarce. The Callovo-Oxfordian (COx) formation has been used in several studies (69, 70, 77). In (77), the hydro-mechanical response of an excavation is evaluated using two damage fields (phase-field evolution equations) that differentiate between the tensile and shear contributions. In (69, 70), the swelling effects and self-sealing of cracks around an excavation were investigated. The aforementioned approaches focus on saturated porous media; consequently, cracks due to drying/desiccation are not the main objective of this study and are not considered. The present study aims to apply the laboratory-scale method developed in (14, 17) for clay soils and cement-based materials at the field scale for the Opalinus Clay formation. These investigations were conducted during a joint research project (36).

1.1. Aims and outline

In this study, we aim to increase the understanding of the process of cracking due to desiccation in Opalinus Clay at the field scale. For this purpose, the coupled hydro-mechanical-phase-field approach

---

2 In (44) partial saturation is taken into account for modeling rainfall-induced landslides within a hydro-mechanical phase-field approach that differentiates between tensile and shear contributions.
developed for clay soils and validated against laboratory experiments with cementitious materials has been extended to two popular phase-field models known as AT$_1$ and AT$_2$ models, and to a more flexible irreversibility implementation. Then, the method is applied at the in-situ scale to model desiccation cracks of the Opalinus Clay formation in Mont Terri. The present study and implementation were carried out in the context of the joint research project “Geomechanical integrity of host and barrier rocks - experiment, modeling, and analysis of discontinuities (GeomInt2)” (36). The reader is referred to (15) (in [36]) for an overview of general aspects regarding hydro-mechanical and cracking effects in Opalinus Clay at laboratory and field scales. Regarding the aforementioned references, examples of crack pattern formation in a three-dimensional setting were investigated with respect to their mechanical boundary conditions. Consequently, it refers to a preliminary proof-of-concept, where the deduction of the fracture properties and the formal steps for applying the framework at the in-situ scale are not considered. The present study focuses on understanding the conditions under which cracks initiate, as well as how deep they propagate. This is an important step in confirming safety requirements and simplifying more abstract/less detailed models in the context of long-term safety analyses and performance assessments. The necessary ingredients for applying the framework are summarized, and experimental data are used as the basis for the determination of the material parameters and input for the boundary conditions. We show the crack evolution with respect to the pore pressure, strain, and strain energy evolution, as well as the effect of local changes in permeability with monitored cracking and relative humidity at the field scale. The distinct aspects and highlights of this study are summarized as follows:

- Adaptation of a framework that has been used only at the laboratory scale to the field scale.
- Direct parameterization and practical interpretation of the proposed numerical framework for field-scale applications in Opalinus Clay.
- The simulated crack initiation and propagation lie within the in situ-monitored relative humidity range.
- Demonstration of enhanced desaturation through coupling of the damaged zone and locally increased permeability in the crack.
- Impact of randomly distributed material properties (permeability, porosity, and fracture energy) on crack propagation.

The governing equations and implementation of the framework as well as its limiting assumptions are described in Section 2. The numerical model was implemented using open-source software OpenGeoSys (5, 35, 36). In Section 3, the required material properties and the deduction of fracture parameters using the phase-field approach are discussed. The hydro-mechanical effects followed by the crack response are discussed stepwise while using the complete framework in a homogeneous test case. The starting point for the numerical simulations was stable open excavation. The development of stresses that occur after excavation-induced effects owing to desiccation was considered. Further, test cases using random fields were considered. Finally, the results and application steps are summarized in Section 4 and the main conclusions are discussed in Section 5.

## 2. GOVERNING EQUATIONS

Consider a porous medium in $\Omega \in \mathbb{R}^N$ with a crack set $\Gamma \in \mathbb{R}^{N-1}$. We computed the liquid pore pressure changes and deformation based on the hydro-mechanical coupled model proposed in (37, 55, 87). In such macroscopic poromechanical approaches, porous media are considered at a scale where individual pores are not explicitly modeled; instead, average, or effective properties such as porosity, effective stress, and saturation are used to describe the behavior of the entire medium. The porous medium is conceptualized as a continuum comprising two interpenetrating continua: solid matrix and pore space. The solid matrix represents the grains or solid skeleton of the material, while the pore space represents the voids or gaps between these grains where fluids can reside and apply a variational phase-field approach to account for shrinkage-induced cracking. The governing equations presented in the following are based on an isothermal unsaturated approach, discretized with a Bubnov-Galerkin Finite
Element Method, and implemented in the open-source software OpenGeoSys (4, 5, 33, 35, 36). The algorithmic implementation of the poromechanical equations follows the approach as described in (52).

2.1. Mass balance equation of pore fluid

The porous medium consists of fluid (\(\cdot\))_F and solid (\(\cdot\))_S phases. The fluid that fills the pore space is comprised of gas (\(\cdot\))_G and liquid (\(\cdot\))_L components. The degree of saturation \(S_S\) is required to identify the amount of each fluid phase \(\propto\) in pore space, such that \(S_L + S_G = 1\). The pore pressure \(p_F\) was computed as a weighted average of the phase pressures, as shown in Equation 1 where \(p_L\) and \(p_G\) are the liquid and gas pressures, respectively.

\[
p_F = S_L p_L + (1 - S_L) p_G
\]  

(1)

In the description of variably saturated flow, we employed the Richards approximation (54) (Eq. 2) where \(p_{cap}\) develops when the medium desaturates and is computed at reference gas pressure \(p_G = 0\). Due to this assumption and for further simplicity, we use the terms pore pressure and pressure interchangeably to refer to the liquid pore pressure. For the same reason, the term saturation refers to the liquid phase.

\[
p_{cap} = p_G - p_L = -p_L
\]  

(2)

Since the mathematical values corresponding to full saturation \(S_L = 1\) and complete desaturation \(S_L = 0\) are not reached under practically relevant boundary conditions, the effective saturation \(S_{eff}\) is defined by Equation 3, where \(S_{L,res}\) and \(S_{L,max}\) are the residual and maximum saturations in the medium, respectively.

\[
S_{eff} = \frac{S_L - S_{L,res}}{S_{L,max} - S_{L,res}}
\]  

(3)

Water retention curves were obtained experimentally and represented the relationship between moisture content and relative humidity in the medium. These curves can be re-plotted in terms of saturation and pressure and fitted with solid liquid retention curves (12, 22, 68). In this work, we use the van Genuchten law (68) given by Equation 4 where \(p_b\) is related to the air entry value and \(m\) is associated with the shape factor/pore size distribution (68).

\[
S_{eff} = \left(1 + \left(\frac{p_{cap}}{p_b}\right)^{1-m}\right)^{-m}
\]  

(4)

Similar to saturation, the van Genuchten model was applied to compute the relative permeability \(k_{rel}(S_L)\) as shown in Equation 5:

\[
k_{rel} = \sqrt{S_{eff}} \left(1 - \left(1 - S_{eff}^{\frac{1}{m}}\right)^{-2m}\right)
\]  

(5)

Many geological formations considered for radioactive waste disposal, such as Opalinus Clay, exhibit low permeability. This characteristic implies that the pore spaces between the grains are either small or poorly interconnected, which restricts the fluid flow through the rock. As a result, one can expect low flow velocities, leading to a typically low Reynolds number indicative of laminar flow. This assumption was made in our study. However, it is important to note that the flow regime might shift if cracks develop within the rock matrix, which is not accounted for in the present study. The relative velocity of the fluid with respect to the solid averaged over the porous medium area elements can be computed using Darcy’s law (Eq. 6). The velocity of the liquid is affected by \(k_{rel}(S_L)\), the intrinsic permeability tensor of the medium \(\mathbf{K}\), the dynamic viscosity of the liquid \(\mu_L\), the gradient of the pressure, the specific body force \(\mathbf{b}\), and the density of the liquid \(\rho_L\).

\[
\dot{\mathbf{w}}_L = -\frac{k_{rel}(S_L)\mathbf{K}}{\mu_L} (\nabla p_L - \rho_L \mathbf{b})
\]  

(6)
Assuming a constant liquid density and incompressible solid grains, the mass balance equation of the pore fluid is computed taking into account the rate of liquid flow (Eq. 6), and the accumulation terms, as in Equation 7 where $\phi$ is the porosity and $\nabla^s u = \frac{1}{2}(\nabla u + \nabla u^T)$ is the symmetric small-strain tensor.

The second term of Equation 7 represents the temporal variation in liquid storage. The last term of this equation accounts for volume changes in the porous medium. Note again that the liquid and solid grains are considered to be intrinsically incompressible, and for this reason, further accumulation terms related to liquid or solid grain density changes are not considered here but are available as part of the process model in OpenGeoSys (17, 26, 33, 87). The boundary conditions are implemented with fixed pressure $p_L$ or mass flux $q$.

\[
\nabla \cdot (\rho_L \dot{w}_L) + \rho_L \phi \frac{\partial S_L}{\partial t} + \rho_L S_L \left( \frac{\partial \text{tr}(\nabla^s u)}{\partial t} \right) = 0 \text{ in } \Omega
\]

\[p_L = \bar{p}_L \text{ on } \partial \Omega^P\]

\[\rho_L \dot{w}_L \cdot n = \bar{q} \text{ on } \partial \Omega^N\]  

### 2.2. Mechanical equilibrium conditions

The equilibrium equation is computed in a standard manner with the total stress $\sigma$ and specific body forces $b$ using Equations 8 to 11, and with average density $\rho = \phi S_L \rho_L + (1 - \phi) \rho_S$.

\[-\nabla \cdot \sigma = \rho \dot{b} \text{ in } \Omega \setminus \Gamma\]

\[u = \bar{u} \text{ on } \partial \Omega^D\]

\[\sigma \cdot n = \bar{t} \text{ on } \partial \Omega^N\]

\[\sigma \cdot n_{\Gamma} = -\alpha S_L p_L n_{\Gamma} = 0 \text{ on } \Gamma\]

To explicitly account for all phases, the total stress is split into the effective stress $\sigma_{\text{eff}}$, and the pore pressure $\alpha$ represents the Biot coefficient (Eq. 12).

\[\sigma = \sigma_{\text{eff}} - p_F I = \sigma_{\text{eff}} - \alpha S_L p_L I\]  

The effective stress is given by Equation 13 where $C$ is the elastic stiffness tensor.

\[\sigma_{\text{eff}} = C : \varepsilon(u)\]  

In the next section, we couple the poromechanical part of the framework with the phase-field model, where we provide further details on the computation of $C$. The computation of the strain energy for the volumetric-deviatoric split is discussed in Appendix A (available to download online).

### 2.3. Crack phase-field evolution

The derivation of the crack phase-field evolution equation of brittle fracture follows the general approach in the literature, where the free-energy functional is minimized and leads to a variational regularized energy functional (1, 9). Phase-field models for brittle fracture are based on the regularization of the free energy functional form (20), as shown in Equation 14 where $G_c$ is the fracture energy and $dS$ is the portion of the boundary associated with the crack (crack set).

\[E(u, \Gamma) = \mathcal{P}(u) + \int_{\Gamma} G_c dS\]  

Without body forces and external loading, the potential energy $\mathcal{P}(u)$ is given by (74) Equation 15 where $\Psi$ is the strain energy density given as shown in Equation 16.

\[\mathcal{P}(u) = \int_{\Omega \setminus \Gamma} \Psi(u) d\Omega - \int_{\Omega \setminus \Gamma} \varepsilon(u) : (p_F I) d\Omega\]

\[\Psi(u) = \frac{1}{2} \varepsilon(u) : C : \varepsilon(u)\]
Bourdin et al. (8) proposed regularizing this energy functional following (47) by introducing a phase-field variable \( d \in [0, 1] \), which varies from intact \( d = 0 \) to fully broken \( d = 1 \), and a regularization length parameter \( \ell \) as shown in Equation 17 where \( \mathcal{P}(d, \mathbf{u}) \) is a regularized strain energy density with degradation of the effective stress i.e. Equation 18, as proposed in (17, 29).

\[
E_\ell(d, \mathbf{u}) := \mathcal{P}(d, \mathbf{u}) + \int_{\Omega} \frac{G_c}{4C_w} \left( \frac{w(d)}{\ell} + \ell |\nabla d| \right) d\Omega
\tag{17}
\]

\[
\mathcal{P}(d, \mathbf{u}) = \int_{\Omega} \Psi(d, \mathbf{u}) d\Omega - \int_{\Omega \setminus \Gamma} \mathbf{e}(\mathbf{u}) : (p_F) \mathbf{I} d\Omega + \int_{\Omega \setminus \Gamma} \frac{(p_F)^2}{6K} d\Omega
\tag{18}
\]

The second integral represents the regularized crack surface with Equation 19 where \( n = 1 \) and \( 2 \) stand for so-called \( AT_1 \) and \( AT_2 \) models respectively (10, 51), and \( c_w = 2/3 \) for \( AT_1 \) and 1/2 for \( AT_2 \) (45, 65).

\[
w(d) := n^h \text{ and } c_w := \int_0^1 (1 - s)^{h/2} ds
\tag{19}
\]

For the regularized potential energy, \( \mathcal{P}(d, \mathbf{u}) \), following (17, 28), we decomposed it into an active \( \Psi_+ \) and an inactive part \( \Psi_- \), and only degrade the elastic part of the potential energy (\( \Psi \)) (Eq. 20):

\[
\Psi(d, \mathbf{u}) = g(d) \Psi_+(\mathbf{u}) + \Psi_-(\mathbf{u})
\tag{20}
\]

The degradation function \( g(d) \) is computed with Equation 21 where \( \eta \) is the (small) residual stiffness assigned for numerical stability for fully broken parts \( d = 1 \) (e.g. \( \eta = 10^{-\alpha} \)). The strain energy decomposition is an important ingredient in the phase-field formulation (2, 21, 38, 67). In this study, we used the volumetric-deviatoric strain energy decomposition (2) with \( AT_1 \) formulation. The derivations are reported in Appendix A (available to download online).

\[
g(d) = (1 - d)^2 + \eta
\tag{21}
\]

The first variation of Equation 17 with respect to \( \mathbf{e}(\mathbf{u}) \) leads to the momentum balance equation (Equation 8) with degraded effective stress in the form of Equation 22 where \( \sigma_{\text{eff}, \pm} = \partial \Psi_{\pm}/\partial \mathbf{e} \) depends on the chosen strain energy decomposition (Appendix A, available to download online) and consequently affects the stiffness tensor (Eq. 23).

\[
\sigma_{\text{eff}} = g(d) \sigma_{\text{eff}, +} + \sigma_{\text{eff}, -}
\tag{22}
\]

\[
\mathcal{C}(d) = g(d) \mathcal{C}_+ + \mathcal{C}_-
\tag{23}
\]

\[
= g(d) \frac{\partial^2 \Psi_+}{\partial \mathbf{e}^2} + \frac{\partial^2 \Psi_-}{\partial \mathbf{e}^2}
\]

Note that, in the present framework, the degradation function was applied to the effective stress. Another possibility currently being investigated is the degradation of total stress. As shown in Equation 12, Biot’s coefficient \( \alpha \) is an important parameter that correlates the effective stress and pore pressure. This coefficient is related to the Bulk modulus of the porous medium \( K_D \) and of the solid \( K_S \) via the relation \( \alpha = 1 - K_D/K_S \) (30). Once the porous material is degraded, its stiffness (and consequently its bulk modulus) decreases and the porosity increases. Multiplying the degradation function to the total stress would, consequently, introduce a similar dynamic to the model. However, it is necessary to evaluate this step critically, i.e. how much of such a degradation should be applied to the total stress, since a full degradation seems rudimentary. Another feature of a total stress degradation is the possibility of modifying the traction boundary condition acting on the crack faces. In other words, one can distinguish liquid-saturated cracks (as in hydraulic fracturing) with \( \mathbf{\sigma} \cdot \mathbf{n}_f = -p_f \mathbf{n}_f \) from cracks filled with water vapour at reference pressure, where traction-free conditions prevail, \( \mathbf{\sigma} \cdot \mathbf{n}_f = \mathbf{0} \). Thus, a total stress degradation would be linked to additional conditions, such as the fluid content of the crack and should not be done blindly.
The first order optimality of Equation 17 with respect to $d$ yields the phase-field evolution equation as shown in Equation 24.

$$g'(d)\Psi_+(u) + \frac{G_c}{4c_w} \left( \frac{w'(d)}{\ell} + 2\ell \Delta d \right) = 0$$

The fluid pressure term is not present in Equation 24, because only the effective stress is degraded in the potential energy form (Eq. 18). In the proposed unsaturated modeling approach, cracks are assumed to fill with gas at the reference pressure and are thus considered load-free (Eq. 11). Owing to the weak coupling between the liquid pressure and crack phase field in this study, crack initiation did not lead to enhanced drying, i.e. the additional crack edges/surfaces did not act as drying boundaries in the framework. In solving Equation 24, we have the constraint that damage evolution is irreversible, i.e. its time derivative must be positive all the time, $\dot{d} > 0$. To implement irreversibility, we discuss the different options in the following section.

### 2.4. Implementation

The numerical treatment of Equations 7, 8, and 24 is based on the standard Bubnov-Galerkin finite element method. The equations were linearized using the Newton-Raphson method. Framework (33) was implemented in OpenGeoSys (4, 5, 35, 36). The implementation resulted in a process called the Richard mechanics phase field.

The solution scheme is divided into two sub-problems. In the first sub-problem, the hydro-mechanical part is solved for the variables $u - p_L$. Strongly coupled variables were solved using a monolithic approach. During the solution of $u - p_L$, the crack phase-field $d$ remains frozen. The second subproblem consists of solving the phase-field evolution equation for $d$ during which the $u - p_L$ pair is kept frozen. In this way, the subproblems are solved within a staggered approach up to convergence. A schematic representation of the solution scheme is shown in Figure 3. This hybrid scheme allows us to combine the strengths of each subproblem solution, i.e. the robustness of a monolithic scheme for $u - p_L$ and the flexibility to integrate a further evolution equation as the one driving $d$ when using a staggered approach. The general algorithmic form of the hybrid solution is shown in (14, 17). Furthermore, the time is discretized with the backward Euler scheme.

A further relevant aspect in the implementation is the choice of element type. To satisfy the Ladyzhenskaya-Babuska-Brezzi (LBB) condition, we chose Taylor-Hood elements with a quadratic

![Figure 3: Simplified flowchart of hybrid solution scheme showing the connection between the monolithic ($u, p_L$) and staggered ($d$) solutions. The phase-field solution requires a variational inequality solver to satisfy the irreversibility condition in Equation 27. During initialization, the initial boundary conditions are assigned.](image-url)
interpolation order for the displacement and linear order for the pore pressure (87). The crack phase-field variable is interpolated with linear elements. Previous work on desiccation-induced cracking reported that the interpolation order of the crack phase-field (quadratic/linear) only affects the position of the crack initiation and not the amount and quality of the cracks (14).

Note that the unsaturated hydro-mechanical problem is rate-dependent, and thus, given appropriate boundary conditions, the crack evolution also becomes rate-dependent. The solution space is obtained using Equation 25 where \( \mathcal{U} \) is the kinematically admissible displacement set (Eq. 26), and the admissible set of \( d \) is Equation 27, where \( d_{\text{irr}} \) is a variable that controls the irreversibility (8, 13).

\[
\begin{align*}
(u_i, d_i) &= \arg\min \{ \mathcal{E}_f(u, d) : u \in \mathcal{U}(t_i), d \in \mathcal{D}(t_i, d_{i-1}) \} \\
\mathcal{U}(t_i) &= \{ u \in H^1(\Omega) : u = \bar{u} \text{ on } \partial \Omega \} \\
\mathcal{D}(t_i, d_{i-1}) &= \{ d \in H^1(\Omega) : 0 \leq d_{i-1}(x) \leq d(x) \leq 1 \forall x \text{ s.t. } d_{i-1}(x) \geq d_{\text{irr}} \}
\end{align*}
\] (25-27)

If we set a small \( d_{\text{irr}} \) (e.g., \( d_{\text{irr}} = 0.01 \)), the damage is irreversible in a strict sense. On the other hand, if we set a large \( d_{\text{irr}} \) (e.g., \( d_{\text{irr}} = 0.99 \)), the modeled damage is reversible until complete failure of the material and the crack can seal/heal. In this study, we refer to the first setting as “hard” irreversibility and the latter as “soft” irreversibility. Consequently, we must solve \( d \) with an inequality constraint, which is achieved through the variational inequality solver provided by PETSc (3). The accuracy of the model was verified using the Liakopoulos benchmark (hydro-mechanical part) and constrained Liakopoulos (17). Furthermore, the results of the implemented framework showed good agreement with the desiccation test results at the laboratory scale performed by others (17, 60).

### 3. APPLICATION AT FIELD SCALE

The effects of desaturation and deformation are monitored regularly in the CD-A experiment. Desaturation is driven by a decrease in relative humidity and occurs seasonally, particularly during winter, resulting in desiccation cracks in the near field of the open niche. None of the excavated twins have shown integrity loss due to desiccation cracks since the experiment and geophysical measurements started in October 2019. For this reason and to keep the modeling as simple as possible, the starting point of the numerical model is chosen to be after the instant stress redistribution due to excavation, i.e. the stable, open excavation (open niche). The desiccation effects superimpose the excavation-induced stress redistribution in the near field. Therefore, the initial effects do not play a critical role in the desiccation phenomenon addressed in this study. Consequently, only the changes in the stresses after the instant stress redistribution are modelled. The inclusion of excavation related effects is planned to be investigated in further studies, where the damage due to the excavation will be interpreted as initial boundary condition for the crack phase-field. Another ongoing and important study is the consideration of the mechanical and hydraulic anisotropy that can influence crack orientation.

#### 3.1. Material parameters

For modeling the CD-A experiment, we collected the material properties corresponding to the sandy facies of the Opalinus Clay (6, 7, 24, 79) where the niches are located (34, 83). The properties are summarized in Table 1. Note that we also determined the so-called isotropic equivalent properties as the average of each anisotropic quantity, for example, the isotropic equivalent of the elastic modulus is the average of the two parallel and transverse components. The fracture related properties, e.g. fracture toughness and tensile strength, as well as the Biot parameter were obtained from (6, 30) and correspond to the Mont Terri region, which comprises not only sandy, but also shaly and carbonate-rich facies (6, 33). The reported parameters are used for the deduction of the crack phase-field-related quantities.
3.1.1. Determination of fracture parameters

To apply the presented framework, we propose a deduction of the fracture parameters from the material properties listed in Table 1. Using the isotropic equivalent properties, we compute the experimental fracture energy \( \mathcal{G} \) (Eq. 28) with \( E' = \frac{E}{1-\nu^2} \) for plane strain or else \( E' = E \) as given by linear elastic fracture mechanics. The characteristic length \( \ell_{ch} \) is given by Equation 29.

\[
\mathcal{G} = \frac{K^2}{E'} \quad (28)
\]
\[
\ell_{ch} = \frac{K^2}{\sigma_t^2} = \frac{G E'}{\sigma_t^2} \quad (29)
\]

The length scale \( \ell \) (Eq. 24) needs to be calculated as follows (65) (Eq. 30).

---

**Table 1**: Parameters and material properties for modeling the CD-A experiment. Subscript 1 denotes the transversal component, while subscript 2 and 3 denote the parallel ones. The isotropic equivalent properties are computed by averaging the anisotropic properties.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liquid density</td>
<td>( \rho_L )</td>
<td>1000 kg \cdot m^{-3}</td>
</tr>
<tr>
<td>Dynamic viscosity</td>
<td>( \mu_L )</td>
<td>1.0 \cdot 10^{-3} Pa \cdot s^{-1}</td>
</tr>
<tr>
<td>Solid grain density</td>
<td>( \rho_S )</td>
<td>2520 kg \cdot m^{-3}</td>
</tr>
<tr>
<td>Porosity</td>
<td>( \phi )</td>
<td>0.105</td>
</tr>
<tr>
<td>Biot coefficient</td>
<td>( \alpha )</td>
<td>1</td>
</tr>
<tr>
<td>Intrinsic permeability</td>
<td>( K_1 )</td>
<td>0.4 \cdot 10^{-19} m^2</td>
</tr>
<tr>
<td></td>
<td>( K_{2,3} )</td>
<td>1.0 \cdot 10^{-19} m^2</td>
</tr>
<tr>
<td>Gas entry pressure</td>
<td>( p_b )</td>
<td>10.0 \cdot 10^6 Pa</td>
</tr>
<tr>
<td>Shape factor</td>
<td>( m )</td>
<td>0.45</td>
</tr>
<tr>
<td>Residual saturation</td>
<td>( S_r )</td>
<td>0.10</td>
</tr>
<tr>
<td>Elastic modulus</td>
<td>( E_1 )</td>
<td>6.0 \cdot 10^9 Pa</td>
</tr>
<tr>
<td></td>
<td>( E_2 )</td>
<td>13.8 \cdot 10^8 Pa</td>
</tr>
<tr>
<td>Poisson's ratio</td>
<td>( \nu_{12}, \nu_{13}, \nu_{23} )</td>
<td>0.22, 0.44</td>
</tr>
<tr>
<td>Shear modulus</td>
<td>( G_{12}, G_{13} )</td>
<td>3.2 \cdot 10^9 Pa</td>
</tr>
<tr>
<td>Fracture toughness</td>
<td>( K_{11} )</td>
<td>0.12 \pm 0.03 MN \cdot m^{-1/2}</td>
</tr>
<tr>
<td></td>
<td>( K_{12}, K_{13} )</td>
<td>0.53 \pm 0.09 MN \cdot m^{-1/2}</td>
</tr>
<tr>
<td>Tensile strength</td>
<td>( \sigma_{t1} )</td>
<td>1.2 \cdot 10^6 Pa</td>
</tr>
<tr>
<td></td>
<td>( \sigma_{t2}, \sigma_{t3} )</td>
<td>0.6 \cdot 10^6 Pa</td>
</tr>
</tbody>
</table>

**Isotropic equivalents**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intrinsic permeability</td>
<td>( K )</td>
<td>0.8 \cdot 10^{-19} m^2</td>
</tr>
<tr>
<td>Elastic modulus</td>
<td>( E )</td>
<td>11.2 \cdot 10^9 Pa</td>
</tr>
<tr>
<td>Poisson's ratio</td>
<td>( \nu )</td>
<td>0.37</td>
</tr>
<tr>
<td>Shear modulus</td>
<td>( G )</td>
<td>4.09 \cdot 10^9 Pa</td>
</tr>
<tr>
<td>Fracture toughness</td>
<td>( K_t )</td>
<td>0.39 MN \cdot m^{-1/2}</td>
</tr>
<tr>
<td>Tensile strength</td>
<td>( \sigma_t )</td>
<td>0.8 \cdot 10^6 Pa</td>
</tr>
</tbody>
</table>

---
Finally, the fracture energy used in the simulation $G_{c\text{,sim}}$ is calculated from the ratio between the mesh size $h$ and length scale parameter $\ell$ (10, 76). The mesh dependency of the fracture energy is a long standing issue in damage mechanics (50). However, in phase-field models, this dependency can be quantitatively taken into account (10, 65, 76) as shown in Equation 31.

$$G_{c\text{,sim}} = \frac{G}{1 + \frac{3h}{\ell}}$$

(31)

The obtained values for the current material are summarized in Table 2 for both the plane-strain and three-dimensional settings.

### 3.2. Model setup

We prepared a field-scale model that represents a quarter cross-section of the open niche in two dimensions. In this study, the simulations were performed in an isotropic setting because the proposed crack phase-field approach does not account for anisotropic elastic properties. For this, we used isotropic equivalent properties (Table 1 and Table 2). We aim to extend the methodology using the anisotropic phase-field formulation proposed in (81). Figure 4 shows the considered domain and setup. This represents a quarter of the niche in the radial direction. To improve the crack resolution and use further experimental data to set up the model, we reduced the mesh size according to the measured apertures in the scanline (53), which varied from $0.1 \cdot 10^{-3}$ m to $3.5 \cdot 10^{-3}$ m. For this reason, we prepared a locally refined mesh with smallest element edge length between $2.0 \cdot 10^{-3}$ m and $2.5 \cdot 10^{-3}$ m. Note that an “actual” fracture typically occupies physically negligible thicknesses, which are not practical to resolve in a finite element simulation. Due to this, the “actual”/sharp fracture is smeared/diffused in approaches such as the phase-field. This does not imply that the “actual” sharp fracture is physically spread, but that it can propagate within the numerically smeared region. The numerical studies of (75) established that the crack aperture can be recovered with different mesh sizes.

**Table 2:** Parameters related to the crack-phase-field formulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (setting)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E'$</td>
<td>13 GPa</td>
</tr>
<tr>
<td>$l_{ch}$</td>
<td>0.24 m</td>
</tr>
<tr>
<td>$\ell : AT_1$</td>
<td>0.09 m</td>
</tr>
<tr>
<td>$\ell : AT_2$</td>
<td>0.025 m</td>
</tr>
<tr>
<td>$G$</td>
<td>11.7 N/m</td>
</tr>
<tr>
<td>$d_{irr}$</td>
<td>0.05</td>
</tr>
</tbody>
</table>

**Figure 4:** Quarter model of the CD-A experiment (a). The total size of the model was $50\times50$m$^2$. Dirichlet boundary conditions are shown. Where not stated, homogeneous Neumann boundary conditions were applied. The blue dashed line frames the window where the results are visualized in the following sections. For completeness, meshes inside the visualization window (b) and near the niche wall (c) are shown.
and consequently, crack resolutions. The resolution of the “numerical” fracture is represented by the length scale $\ell$, which is computed using Equation 30 (Table 2). For example, the phase-field for AT$_1$ transition from 0 (intact) to 1 (crack) over $2\ell$ elements and its optimal profile, which is obtained by minimizing Equation 17 with respect to $d$, follows a quadratic function for uniform $G_c$ (75). For the size of $\ell$, it is recommended to be at least twice the element size $h$ (i.e. $2h \leq \ell$) in (40, 46). Therefore, a larger $\ell$ implies a less resolved crack and allows a larger element size. Considering the relationship between $h$ and $\ell$, the crack resolution can be increased to $\ell = 5 \cdot 10^{-3}$ m.

The fracture energy $G_c = 11.7$ N/m was calibrated according to $h$ and $\ell$ for the plane strain conditions and AT$_1$ formulation (Eq. 31). The obtained mesh contains 52,576 quadrilateral elements (Taylor-Hood for $u - p$ and linear elements for the crack phase-field). We set the time step size to 1 day (86,400 s) for the first two weeks of the simulation, where no cracks nucleate, and to 600 s for the remaining time, because we needed a finer temporal discretization to aid in the convergence of the crack phase-field evolution.

To model the drying behavior, the liquid pressure development computed from the measured relative air humidity (Fig. 2) with the Kelvin equation (66) (Equation 32) was applied at the wall of the niche.

\[ p_L = \frac{\rho_L RT}{M_L} \ln(\text{RH}) \]  

While $T = 288$ K stands for the constant ambient temperature, the universal gas constant and molar mass of the pore fluid are given by $R = 8.314$ J/(mol K) and $M_L = 0.01802$ kg/mol, respectively. The determination of the pressure boundary condition at the niche wall is based on the in-situ observed drop in RH from a fully saturated state ($\text{RH} = 100\%$) to the lowest monitored value ($\text{RH} = 75\%$) in the first winter (Fig. 2). Figure 5 shows the computed/applied pressure boundary condition. The remaining boundaries were modelled as impermeable. Symmetry boundary conditions were applied to the domain and are shown directly in Figure 4. Furthermore, it is important to emphasize that we did not impose initial cracks in the model.

<table>
<thead>
<tr>
<th>Strain component</th>
<th>15 days $[10^{-4}]$</th>
<th>21 days $[10^{-4}]$</th>
<th>30 days $[10^{-4}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Max</td>
<td>Min</td>
</tr>
<tr>
<td>$\varepsilon_{\text{hyd}}$</td>
<td>-1.50</td>
<td>0.05</td>
<td>-2.30</td>
</tr>
<tr>
<td>$\varepsilon_{\text{dev}}^x$</td>
<td>-1.49</td>
<td>1.49</td>
<td>-1.87</td>
</tr>
<tr>
<td>$\varepsilon_{\text{dev}}^y$</td>
<td>-1.49</td>
<td>1.49</td>
<td>-1.03</td>
</tr>
<tr>
<td>$\varepsilon_{\text{dev}}^{xy}$</td>
<td>-1.49</td>
<td>0.26</td>
<td>-1.65</td>
</tr>
</tbody>
</table>

### 3.3. Hydro-mechanical effects

The full framework is solved according to the steps defined in Section 2.4 for the homogeneous setup as described in Section 3.2. To provide a detailed discussion on the model response, its hydro-mechanical effects and cracking are discussed separately.
The rock desaturates due to drying from the niche wall. Large suctions (lowest liquid pressures, and consequently lowest saturations) were achieved at the niche wall. We further characterized and interpreted the water content changes in the vicinity of the niches using numerical modeling and in-situ measurements (18, 83, 84). The pore pressure evolution after 15, 21, and 30 days of drying is shown in Figure 6. Note that the desaturated zone increases with time up to 0.22 m (see Fig. 11 where the saturation is shown, for completeness).

During drying, the pore pressure was the main driving load. As the no swelling model was considered, the mechanism is reversible, i.e. pressure changes cause effective stress changes which result in strains. The evolution of the hydrostatic $\epsilon^{\text{hyd}}$ and Frobenius norm of the deviatoric strain $\|\epsilon^{\text{dev}}\|$ are plotted in
Figure 9: Strain energy response after (a, d) 21, (b, e) 28.5, and (c, f) 30 days of drying. The active (a-c) $\Psi^+$ and (d-f) non-active $\Psi^-$ parts of the strain energy are shown.

Figure 10: Phase-field evolution at (a) 21, (b) 28.5, and (c) 30 days of drying. While the blue color represents intact regions ($d = 0$), the red color depicts fully damaged ($d = 1$). In the visualizations to follow, the elements with at least 99% damage were blended out.

Figure 11: Degree of saturation and crack evolution at (a) 21, (b) 28.5, and (c) 30 days of drying. The niche wall was drier than the surrounding rock. Elements with at least 99% damage were blended out in the visualization.
Figure 7 and Figure 8. Before 21 days, the strains increased uniformly within the domain and no cracks initiated. The hydrostatic strains were predominantly negative, corresponding to shrinkage.

The minimum and maximum values of each component are reported in Table 3. In particular, the values prior to cracking, i.e. before the strain/stress field is degraded, are relevant. When the elements are fully damaged, there is a drastic/unrealistic increase in the strain/stress due to the degradation function (Eq. 21). For this reason, we report the minima and maxima without considering damaged elements. For this reason, we expect $\varepsilon_{\text{dev}}$ to have a stronger contribution to the active energy in comparison to the contribution from $\varepsilon_{\text{hyd}}$ when using the volumetric-deviatoric split. This implies that the deviatoric part drives crack development. The drying of the wall leads to contraction (shrinkage) of the niche and convergence of the wall towards the center. Because the largest strains are found at the walls of the niches, we expect cracks to nucleate from this drier region. Note that the strain distributions were non-uniform after 21 days of drying (Fig. 7b, Fig. 8b), indicating crack nucleation/propagation (localization of the crack phase field). More details on the crack nucleation and consequent loss of uniformity in the, e.g. strain field, are discussed in the next section. In the following, we discuss these results in detail together with the strain energy and crack response of different test cases, as well as the impact of the chosen material parameters (Fig. 9, Fig. 11). Furthermore, we propose a calibration method and investigate the influence of homogeneous and heterogeneous distributions of the material properties.

3.4. Strain energy increase and crack response

The drying boundary condition leads – up to cracking – to a uniform increase of the elastic strain energy and, consequently, to a uniform increase of the damage evolution. With the phase-field modeling approach, crack initiation positions do not have to be prescribed in the mesh, and no discontinuities are explicitly added to the model. The damage/crack phase-field localization (crack initiation) starts when the uniform damage solution becomes unstable. That is, the uniform damage is no longer the local minimum of the total energy (51), i.e. the homogeneous damage solution no longer satisfies the stability condition, and a solution bifurcates to localized damage. In other words, the energy state with damage localization becomes more stable than that of a uniform damage. As a result of the damage localization (initiated crack), strain/stress fields become non-uniform. The instability related to the homogeneous damage evolution and the damage localization have been demonstrated in closed form for simpler settings in (39, 51, 59). This model feature is advantageous when dealing with desiccation cracks as we do not require ad hoc criteria or random inhomogeneities in the model. However, in a homogeneous setting, the crack localization location can be non-unique if local minima exist in the system. In addition, a symmetric evolution of the fracture propagation could also become unstable and lose symmetry (see [23, 64] for closed-form analyses under such conditions).

The increase of capillary pressure/suction (decrease of liquid pressure) contracts the rock. To understand how the strain energy evolves and consequently induces cracking, we plotted both the non-active $\Psi_-$ and active parts $\Psi_+$ of the strain energy for the volumetric-deviatoric split (2) with $\Lambda T_1$ formulation (see Appendix A, available to download online, for details) in Figure 9. Before choosing this formulation as a basis for this work, we performed numerical tests at the laboratory scale based on the setup presented in (17), where desiccation was simulated in a clay slab that showed a similar drying/deformation mechanism as the field-scale test. The numerical tests have shown more brittle (abrupt) and deeper cracks when the volumetric-deviatoric split was applied with $\Lambda T_1$ formulation. Because sharper and deeper cracks are more critical for radioactive waste disposal – deeper cracks would mean a longer path for contaminant transport – we chose to use the volumetric-deviatoric split with $\Lambda T_1$ for more conservative analyses in this paper. Both the active and non-active parts increase uniformly prior to crack propagation. At 21 days, $p_L = -9.3$ MPa (RH ≈ 93%), max $\Psi_+ = 1,766.5$ J/m$^3$ and max $\Psi_- = 10,138.9$ J/m$^3$, Figure 9, parts a and d. Although $\Psi_-$ is much larger than $\Psi_+$, the former will not affect crack development. The material would degrade uniformly if no energy decomposition was applied because, in this case, the total strain energy would govern the system without differentiating between active and non-active contributions (compare non-split and volumetric deviatoric formulations in Appendix A, available to download online). The increase of $\Psi_-$ is related to compression, which is negative volume strains (Fig. 7). Since the positive part of $\varepsilon_{\text{hyd}}$ is small in comparison to its negative
counterpart, the increase of $\Psi_+$ is predominantly governed by the deviatoric strains. The first crack nucleates after 28 days of drying ($\text{RH} \approx 92\%$). Right before nucleation $\max \Psi_+ \approx 2,650 \text{ J/m}^3$ and $\max \Psi_- \approx 15,000 \text{ J/m}^3$ at the niche wall (Fig. 9 b,e).

Figure 12: Crack location, depth, and RH along niche radius. Between 2 and 3 cracks formed in each realization. The order of their nucleation and depth of propagation are annotated at the respective RH at nucleation (vertical axis). Most cracks nucleated between 90 and 95% RH. Note that the deeper cracks localized in the random case with increased permeability.

After the first crack nucleates, the energy fields become non-uniform: $\Psi_+$ increases near the crack tip and near the roof of the niche (upper side edge of the contour). The increase of $\Psi_+$ suggests further crack development in this region. Due to the increase of negative strains, $\Psi_-$ becomes larger at the wall near the nucleation in comparison to other parts of the wall while $\Psi_+$ relaxes near the traction-free crack walls. With continuous increase of energy due to drying, a second crack propagates right after the first (29 days, 91.9% RH) at the roof of the niche. The active energy increases by approximately $100 - 300 \text{ J/m}^3$ with respect to the previous maximum at the onset of the new crack. This leads to further changes in the energy fields and suggests the location of the next crack, approximately in the middle of the niche. Similar non-uniformity near the cracks is also observed in the evolution of the strains in Figure 7b, c and Figure 8b, c. The third crack propagates at 89.7% RH (37.5 days). The maximum active energy increases by approximately $100 - 300 \text{ J/m}^3$ with respect to the previous maximum. The active energy does not exceed the maximum value prior to cracking. No further cracks develop up to 60 days.
Figure 10 and Figure 11 show the crack phase-field and the liquid saturation changes, respectively. In the latter, we applied a threshold filter on the crack phase-field variable so that the elements with damage values equal to or greater than 99% were blended out for direct visualization.

Due to the refined mesh and the AT$_1$-formulation, the localized cracks do not show large diffusive zone in comparison to those expected with an AT$_2$-formulation. For this reason and to reduce the number of figures, the crack phase-field $d$ results are depicted with the threshold filter, together with the saturation results (Fig. 11). The current model does not account for changes in retention behavior in the cracks which could accelerate local drainage, and it does not impose hydraulic boundary conditions on the crack faces. Therefore, any hydraulic effects due to cracking come from the hydro-mechanical coupling only. The locations of the propagated cracks along the wall angles, order of, and RH during nucleation are shown in Figure 12. The smallest crack propagates up to 0.24 m while the longest reaches 0.47 m. We compute further test cases in the following section and compare their nucleation conditions and crack depths, for example, RH at propagation, and number of cracks (Fig. 12).

This framework has also been applied in three-dimensional setting (15). In this test case, we demonstrate the influence of a mechanical wall restraint on the cracking pattern, motivated by uncertain boundary conditions in the in-situ setting. We observed a more intricate crack pattern when wall movements were hindered. This constitutes an additional mechanical effect on the drying and shrinkage process. As expected, the mechanical effect induces earlier crack propagation between 93-94% RH (suction 8-9 MPa) in comparison to the reference case in this study. The RH range was within the expected range (Fig. 2a). Note, however, that neither the fracture properties nor the formal steps for quantification and comparison of the patterns with monitored data are considered in the three-dimensional setup. This needs to be studied and refined further and combined with an anisotropic constitutive model to reproduce the crack orientation reported in the field (53). Furthermore, we plan to use a three-dimensional model to reproduce the distance between desiccation cracks monitored in the long term.

### 3.4.1. Random distributions and realizations

In the simulations performed up to this point, the values from Tables 1 and 2 were used directly as the input parameters in the model. The obtained parameters consist of “best estimates”, for example, those determined from a weighted average of the measurements from several experiments (7). Parameters such as the intrinsic permeability and fracture energy have a strong influence on the desiccation process, as shown in (14, 17). Porosity is also an important parameter when dealing with porous media because it influences the water availability in the material, as discussed in (14). In the following simulations, random-field parameterizations were used for these properties. For this purpose, the parameter values were assigned in an element-wise manner.

**Figure 13:** Example of random field realization (random 00) with respective ranges of (a) intrinsic permeability, (b) porosity and (c) fracture energy.
manner based on a uniform random distribution within the measurement ranges of \( K \) and \( n \), while the \( G_c \) values were estimated from the \( K_I \) and \( E' \) ranges (Fig. 13). The present study focuses on identifying the leading parameters for crack initiation. Therefore, we do not consider more elaborate techniques for applying and computing random fields. The mesh was refined in the locations where cracks were expected to initiate and propagate (see Section 3.2 for details on the element size), that is, near the niche wall. There may be a mesh dependency of the random fields on the mesh near the outer boundaries because the mesh in this region is not refined. However, no cracks propagated in this region. However, no mesh dependency of the random fields is expected in the locally refined region. The relevance of this type of study lies in understanding whether the crack onset/propagation shows a strong variation when comparing the realizations and evaluating the robustness of the approach. Note that the same mesh was used throughout the homogeneous and random simulations; the models differed by the projected values of the aforementioned parameters at each finite element.

In the literature, the material properties of Opalinus Clay vary significantly (6, 7). This might be related to the strong heterogeneous nature of this material, as well as to the different testing conditions and methods. These aim at determining a single property or a small set of parameters and not the “full” range of material properties and their correlation. For this reason, the randomized fields are implicitly not correlated, and the lower and upper ranges of each property obtained from the literature are projected:

\[
0.05 \leq \phi \leq 0.175
\]
\[
0.08 \cdot 10^{-19} \text{ m}^2 \leq K \leq 4 \cdot 10^{-19} \text{ m}^2
\]
\[
6.80 \text{ N/m} \leq G_c \leq 13.96 \text{ N/m}
\]

We simulated 10 realizations, i.e. calculations with different random property distributions, using the volumetric-deviatoric split and \( \text{AT}_1 \) formulation.

For completeness, we compared the hydraulic response with the homogeneous case and observed that the extent of the desaturated zone is larger and more distributed as shown in Figure 14 (Fig. 6 for comparison). This might be a result of the random distribution of the permeability, which allows the drying front to be distributed further along the model.

Figure 15 shows the first realization. The locations of the cracks from this and further realizations are shown in Figure 12. Note that in this case, only two desiccation cracks develop. These cracks were approximately 0.4 m deep and nucleated after 21 days of drying, earlier than in the homogeneous reference case. To investigate the reason for the earlier propagation, we checked the values of the random properties at the locations where cracks nucleated. In the center of the first crack, \( K = 3.6 \cdot 10^{-19} \text{ m}^2, \phi = 0.05 \) and \( G_c = 10.05 \text{ N/m} \), while in the second crack \( K = 0.35 \cdot 10^{-19} \text{ m}^2, \phi = 0.15 \) and \( G_c = 7.49 \text{ N/m} \). In both cases, \( G_c \) was smaller than the “best estimate”, which contributes to earlier crack propagation. This fact might be enhanced by the lower \( \phi \) in the first crack, i.e. less water availability, and the lower \( K \) in the second crack, i.e. delayed drainage. Moreover, the desaturation of the neighbor elements affects the local strains and hence cracking potential, contributing to a more diffuse/indirect effect of \( K \). In other realizations, a decreased fracture energy was registered in the crack nucleation points. The results of all realizations are summarized in Figure 12.

### 3.4.2. Crack propagation and increase of permeability

As depicted in the plots of the saturation and crack localization, the nucleated cracks do not affect the saturation changes directly. This is due to the weak coupling between the pore pressure and crack fields of the current framework, i.e. crack development does not change the permeability. However, previous studies have shown that the presence of cracks might increase the permeability of the porous medium and that cracks (heterogeneities) are drier in comparison to an intact surrounding, e.g. niche wall (84).
Figure 14: Liquid pore pressure evolution after (a) 15, (b) 21, and (c) 30 days of drying in the random test case (realization 00 for comparison with homogeneous test case). The largest suction was found in the niche wall, where the drying boundary condition was applied. The desaturated zone increased with time and was larger than the homogeneous variant.

Figure 15: Degree of saturation and crack evolution at (a) 21, (b) 28.5, and (c) 30 days of drying in the random test case (random 00 realization). The niche wall was drier than the surrounding rock. Elements with at least 99% damage were blended out in the visualization.

Figure 16: Degree of saturation and crack evolution at (a) 21, (b) 28.5, and (c) 30 days of drying in the random test case with increased permeability. The niche wall was drier than the surrounding rock. Elements with at least 99% damage were blended out in the visualization. Note that the cracks are deeper than the random 00 case and branch due to the additional “drying load” from the locally increased permeability.

To analyze the effect of increased permeability, we assigned increased permeability to the crack once it nucleated, i.e. $K \cdot 10^5$, where the material was at least 99% damaged. Note that the main idea of the test is to evaluate the influence of a sudden increase in permeability in the vicinity of the initiated crack on its propagation. For this reason, no elaborate laws/regimes have been “imposed” to induce a progressive permeability increase, e.g. (56, 77), but a limited number of cases have been studied. Figure 16 shows the results using the field parameterization and mesh of the first realization (see Fig. 15 – random 00 – for comparison). Because crack nucleation triggers a permeability change prior to the first cracking, the model response is similar, i.e. one nucleation. Once the crack was initiated, its propagation was much
faster than that of the previous random 00 model. The saturation field was affected by faster drainage through the cracks, leading to further drying around the cracks. This dryout owing to accelerated drainage can be interpreted as an additional drying surface (layers). This has been confirmed in experimental tests with intact and cracked samples composed of cement-based materials using neutron radiography to trace liquid changes (14, 31). Owing to this additional local load, the evolved drier cracks could propagate further. In the calculated example, the first crack propagates 0.6 m with 0.2 m branches, while the second one is 0.8 m deep with a 0.15 m branch.

4. SUMMARY AND PRACTICAL USE OF THE FRAMEWORK

The proposed unsaturated hydro-mechanical framework combined with the phase-field approach for brittle fracture was applied to simulate in-situ desiccation cracks in Opalinus Clay. The material properties were collected and simplified for the isotropic cases. The experimental data related to the aperture were used to improve the numerical crack resolution. In the following, we summarize the main results of this contribution as well as practical information for applying the framework.

4.1. Summary

We compared the response of the volumetric-deviatoric decomposition split with the AT₁ formulation. The unsaturated hydro-mechanical model with the phase-field approach was applied, and we first evaluated the pore pressure and strain responses. Enforced by the RH reduction (desaturation) measured in the field, the pore pressure acted as a drying load to induce strain evolution. Consequently, the increased strain energy drives the crack propagation. No diffuse cracked zone was formed at the wall of the niche when using the AT₁ formulation, i.e. the cracks localized in an abrupt, brittle way in comparison to those expected if using an AT₂ formulation. In all the tested cases (reference, random, and increased permeability near the crack), the nucleated cracks evolved within the experimental range, as shown in Figure 2. Figure 12 shows the locations of the simulated cracks and the respective RH values at which they nucleated. Two to three cracks were formed in the wall of the niche. The majority of the cracks nucleated between 90% and 95% RH and lie within the experimentally monitored range, as depicted by the gray curve in Figure 2b. Similar to the simulation, the number of drying cracks, represented by the sum of apertures (black curve in Fig. 2b), tends to increase with decreasing RH. Other interesting aspects include the depth at which the drying cracks propagate and the distance between them (e.g. crack frequency and orientation). The latter may be reproducible when setting a three-dimensional anisotropic setup with the deduced fracture properties suggested in this study. However, the feasibility and potential benefits associated with more complex models must be balanced. A direct overview of the number of cracks, their RH at nucleation, and their depth is shown in Figure 17.

![Figure 17: The majority of cracks have initiated at relatively large RH (a) and have propagated up to 0.35 m inside the rock (d).](image)

Most of the cracks propagated 0.35 m into the rock. Regular measurements of the electrical resistivity around the open niche wall have been carried out and zones with resistivity values larger than those measured initially have been identified. These zones have a corresponding lower saturation and are
located near the niche wall (maximum of 0.3 m distance from the wall into the depth of the rock) (18). This might indicate open drying cracks that, consequently, do not propagate deep into the rock (84). In-situ geological characterization is necessary to further investigate these locations and their causes.

The number of cracks and the RH range in which they nucleated were not strongly affected by different realizations with homogeneous and random properties. This demonstrates the robustness of the framework with respect to the crack response. The fracture energy, influenced by the ranges of the elastic modulus, Poisson’s ratio, and tensile strength, has a strong influence on crack nucleation. In test cases with random properties, cracks were prone to occur earlier in regions with lower fracture energies.

The larger permeability and porosity induce drier regions that enhance crack propagation. To understand the effect of hydraulic property changes in cracked regions, we performed a test with a permeability function that increased when the material was damaged by at least 99%. The increased permeability in the cracks led to drier regions, which constituted an additional mechanism for further crack propagation and branching. Adding the increased permeability in a local manner, i.e. once the crack propagates and, in its vicinity, does not lead to additional crack propagation from the niche wall. Furthermore, artificial effects such as an overall permeability increase on the wall were avoided.

4.2. Practical use of the framework

The framework can be applied to different porous materials and implemented using OpenGeoSys software (5). The implementation was based on the mass balance and evolution equations of \( \mathbf{u} - p_c - d \) (Eqs. 8, 9 and 26). The effective stress concept (Eq. 13), and capillary pressure (Eq. 3), computed from the phase pressures (Eq. 1) were used to describe the behavior of the macroscopic porous media. The saturation (Eq. 4-5), relative permeability (Eq. 6), and elastic properties (Appendix A, available to download online) were computed at the constitutive level. Note that the evolution of \( d \) further degrades (Eq. 22) the effective stress (Eq. 23) and that the degradation acts on the active part of the strain energy (Appendix A, available to download online).

In this study, a framework was used to simulate drying of Opalinus Clay. First, the material properties listed in Table 1 were determined. Subsequently, we calculated the experimental fracture energy (Eq. 30), and the characteristic length (Eq. 31). Finally, we determined the maximum allowed length scales for the AT1 and AT2 formulations (Eq. 32). The proposed parametrization does not require fitting and is performed in a systematic and deductive manner. We simplified the in-situ setup and prepared a model in which the element size was locally refined to at least half of the crack resolution \( h \leq \ell/2 \). If additional experimental information on the crack aperture is available, it can be used to determine the mesh size that correlates with the computed crack opening aperture. The fracture energy for the input in the simulation was computed for the chosen discretization and length scale using Equation 33. The model setup was complemented with the boundary conditions obtained from the experiment, e.g. the drying pore pressure computed from monitored relative humidity data.

5. CONCLUSIONS AND FUTURE RESEARCH

The main conclusions and contributions of this research are reported and correlated with future research in the following areas.

5.1. Crack initiation and propagation

The applied unsaturated hydro-mechanical model with a phase-field approach was able to numerically reproduce desiccation crack initiation and propagation within the experimentally monitored RH range of the in situ CD-A experiment. One important point of this contribution is the deduction of the fracture parameters such as the fracture energy \( G_c \) and length scale \( \ell \). These two quantities affect the tensile strength of the material and, consequently, crack initiation. Further studies with combined pairs of mesh element sizes and length scales will be considered.
5.2. Experimental correlation

The computed length scale $\ell$ was interpreted as minimum crack resolution for the mesh. It has been linked with the experimentally monitored aperture during desiccation of the niche and used as input in the model. The modeled cracks were initiated in the same RH range as that monitored during the in-situ experiment. The simplified nature of the model, for example, isotropic and two-dimensional, allowed us to use and compare experimental data, such as the crack aperture and RH range. This is an important step towards quantitative comparison and might be sufficient for evaluating the number of cracks and their corresponding ranges. Further correlation with experimental data, such as the distance between the cracks along the niche, their frequency, length, and sum of apertures, requires a three-dimensional model with the formal deduction of fracture properties proposed in this work. Furthermore, we plan to use further long-term measurements carried out in the CD-A niches because they provide a way to validate the modeled desaturated zone and correlate it with cracking.

5.3. Material models

Another ongoing, important study is the consideration of mechanical and hydraulic anisotropy. We expect to be able to obtain desiccation cracks parallel to the bedding direction – the direction in which they propagate in the field (53) – once anisotropy is taken into account in the mechanical, hydraulic, and fracture behaviors. We aim to extend the methodology by using the anisotropic constitutive models proposed in (81). As the currently used isotropic constitutive model is prone to cracking within the expected experimental RH range, the feasibility and potential benefits associated with more complex material models and setups need to be investigated and balanced.

5.4. Local effects

The local effect of an increase in permeability in the cracked region has been studied and has impacted the depth of the propagated crack. A stricter determination of the flow regime in the vicinity of the crack is required to determine whether and how permeability changes during cracking. We plan to combine monitored water content data and geological observations, such as lithology type and heterogeneities, with modeled crack evolution.

5.5. Coupling and cyclic behavior

Another important aspect is to consider the swelling properties of clay (61) and evaluate their effects on the strain and strain energy responses. The seasonal behavior reported in the CD-A experiment motivated the extension of the current method to account for cyclic drying-wetting paths and their effect on cracking, for example, primary and further drying-wetting retention paths and the correlation with crack opening-closing. Further interesting studies are related to the coupling, e.g. temperature, degradation function and formulation, e.g. combination of different energy splits with $AT_1$ and $AT_2$, as well as the use of adaptive mesh refinement techniques. Finally, cracks due to excavation could lead to an initial damaged field near the excavated zone, which can be interpreted as the initial boundary condition for the crack phase field, and might influence localization and further crack propagation during drying/desiccation.

5.6. Random fields

A secondary study involved the application of random fields to the mesh. These have had less influence on the number of cracks and their propagation and have confirmed the robustness of the framework. An interesting study would be to consider different types of random fields and mesh sizes, as well as different pairs of mesh sizes and length scales, so that further effects on crack initiation might be stated.

5.7. Model abstraction

The information obtained from “detailed” models – like the one proposed in this paper – can be used to improve process understanding related to radioactive waste disposal, e.g. how do cracks form in excavated regions when these are open for ventilation/operation? What are the critical conditions for this phenomenon? How deep do these cracks propagate and influence the containment providing rock zone? Such studies might support strategies for simplification and lead to more abstract/less detailed models that are relevant to large spatial and temporal scales of safety and performance assessment. Our
examples show the first results on the mechanism behind the evolution of desiccation cracks at the field scale, under which RH conditions might develop, and how deep they can propagate within the rock (Summary).

STATEMENTS AND DECLARATIONS

Supplementary Material
See Appendix A for information on the “Strain Energy Decomposition”, which can be found online with this paper here.
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